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Abstract

For hundreds of years the mankind has organized information in order to make it more accessible to the others. The last media born to globally provide information is the Internet. With the Web, in particular, the name of the Internet has spread all over the World. Due to its impressive size and its high dinamicity, when we need to search for information on the Web, usually we begin by querying a Web Search Engine. A Web Search Engine maintains and catalogs the content of Web pages in order to make them easier to find and browse. Even though the various Search Engines are similar, each one of them differentiates from the other by the methods for scouring, storing, and retrieving information from the Web. Usually Search Engines search through Web pages for specified keywords. In response they return a list containing those documents containing the specified keywords. This list is sorted by a relevance criteria which try to put at the very first positions the documents that best match the user’s query. The usefulness of a search engine to most people, in fact, is based on the relevance of results it gives back. This thesis tries to address some issues regarding some of the major challenges faced by Search Engines. In particular, since the size of the Web is rapidly growing, the main issues regard high performance algorithms for information management. Furthermore, nowadays Web Search Engines receive more than 200 million searches per day over a collection of several billion web pages indexed. This figures, in particular, can easily explain why in such environments the efficiency, as the effectiveness, of Search and Index algorithms have became issues. For these reasons in this thesis we are going toward proposing three novel techniques aimed at enhancing the performance of a Web Search Engine from three different angles. We studied a novel Caching policy which obtain high hit-ratio values: the aim of caching is to enhance the throughput of a Web Search Engine (i.e. the number of answered queries per second). We developed and tested a novel parallel Indexing architecture aimed at enhancing the number of documents indexed per hours. We studied a novel problem which is related to Compression of Web Search Engine indexes: the more compressed an index, the better the memory hierarchy of a system is exploited. We will show our main results in these areas and, whenever it is possible, we will compare them with the state of the art of each research area.
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Chapter 1

introduction

1.1 Motivations

Due to the explosion of the number of documents published on the Web, Web Search Engines (WSEs) have become the main mean of initiating the interaction with the Internet. Largest WSEs index today thousands of millions of multilingual web pages containing millions of distinct terms. Due to the peculiarities and the huge size of the Web repository, traditional Information Retrieval (IR) systems developed for searching smaller collections of structured or unstructured documents appear inappropriate for granting retrieval effectiveness on the Web. Most components of an IR system must be rethought in order to address the problem of effectively and efficiently searching and retrieving information from the Web. Consider, as an example, the problem of deciding which documents are relevant and which are not with respect to a user query. This hard task is commonly delegated to a ranking algorithm which attempts to establish a ordering among the documents retrieved. Documents appearing at the top of this ordering are the ones considered to be more relevant. The two most accepted metrics to measure ranking effectiveness are: Precision (i.e. number of relevant documents retrieved over the total number of retrieved documents) and Recall (i.e. number of relevant documents retrieved over the total number of relevant documents in the collection) [148]. In traditional IR, we can assume that the documents in the collection originate from a reputable source and all words found in a document were intended for the reader. Ranking can simply be based on statistics performed over word frequencies. The same assumption does not hold on the Web where content is authored by sources of varying quality and words are often added indiscriminately to boost the page’s ranking [11, 13, 58]. Moreover, as the size of the indexed collection grows, since users usually only look at the first few tens of results, a very high precision has to be preferred even at the expense of the recall parameter.

Similar considerations can be done for others key components of an IR system. The size of the Web data repository along with its exponential growth, the heterogeneity and dynamicity of web data, are all challenging problems justifying the structural complexity of the software architecture of modern WSEs that exploit a variety of novel technologies.
developed in several related research areas such as databases, parallel computing, artificial intelligence, statistics, etc.

In this thesis we are going to illustrate some novel results regarding three different WSE issues: caching of search engine query results, indexing, and index compression.

1.2 Contribution of the thesis

Caching search engine query results

This chapter discusses the design and implementation of an efficient two-level caching system aimed to exploit the locality present in the stream of queries submitted to a Web search engine. Previous works showed that there is a significative temporal locality in the queries, and demonstrated that caching query results is a viable strategy to increase search engine throughput. We enhance previous proposals in several directions. First we propose the adoption of a new caching strategy. We called this new policy SDC (Static and Dynamic Caching). Basically, it consists of storing the results of the most frequently submitted queries in a fixed-size read-only portion of the cache. The remaining portion of the cache is used by the queries that cannot be satisfied by the read-only one according to a single cache replacement policy. Moreover, we show that search engine query logs also exhibit spatial locality, since users often require subsequent pages of results for the same query. SDC also take advantage of this type of locality by exploiting a sort of speculative prefetching strategy. We experimentally demonstrate the superiority of our SDC over other policies. We measured the hit-ratio achieved on three large query logs by varying the size of the cache, the percentage of read-only entries, and the replacement policy used for managing the dynamic cache. Finally, we propose an implementation optimized for concurrent accesses, and we accurately evaluate its scalability.

Indexing Web documents

We introduce a novel architecture for a parallel indexer for Web documents. By exploiting both data and pipeline parallelism, our prototype indexer efficiently builds a partitioned and compressed inverted index, a suitable data structure commonly utilized by modern Web Search Engines. We discuss implementation issues and report the results of preliminary tests conducted on a SMP PC.

Index compression issues

Granting efficient accesses to the index is a key issue for the performance of Web Search Engines (WSE). In order to enhance memory utilization and favor fast query resolution, WSEs use Inverted File (IF) indexes where the posting lists are stored as sequences of $d$-gaps (i.e. differences among successive document identifiers) compressed using vari-
1.3 Past Work

In a previous work we developed MOSE (My Own Search Engine) a parallel and distributed WEB search engine, and investigated the possibilities offered by parallel techniques in the Web IR field. In [113] we described the architecture of MOSE. MOSE was specifically designed to efficiently exploit affordable parallel architectures, such as a cluster of workstations. Its modular and scalable architecture can be easily adjusted to fulfill the bandwidth requirements of the application at hand. Both task-parallel and data-parallel approaches are exploited within MOSE in order to increase the throughput and efficiently use communication, storage and computational resources.

The IR core of MOSE is composed of the Indexer and the Query Analyzer (QA) modules. In the paper we only focused on the QA whose functionalities were carried out by two pools of parallel processes: Query Brokers (QBs) and Local Searchers (LSs). MOSE parallel and distributed implementation exploited a data-parallel technique known as document partitioning.

This is the outline of the tasks performed by MOSE: the spidering phase returns a set of subcollections of documents with similar sizes. The subcollections are then indexed independently and concurrently by parallel Indexers. The result of the indexing phase is a set of $p$ different indexes containing references to disjoint sets of documents. The $p$ indexes are then taken in charge by a data-parallel QA whose task is to resolve user queries on the whole collection. To this end the QA used $k$ QBs and $p$ LSs. The $k$ QBs run on a front-end workstation, and fetch user queries from a shared message queue. Every fetched query is then broadcasted to the associated $p$ LSs (workers), possibly running on different workstations. The $p$ LSs satisfy the query on the $l$ references to most relevant documents contained within each subcollection. The QB waits for all the $l \cdot p$ results and chooses among them the $l$ documents with the highest ranks. Finally, such results were returned to the requesting user. In order to manage concurrently more queries and to better exploit LSs’ bandwidth, $k$ QBs are introduced within a QA. System performance can be further increased by replicating the QA in $n$ copies. Appropriately choosing parameters $n$, $k$, and $p$ we could obtain three different parallelization strategies:
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- **Task parallel**: in which a processor farm structure is exploited;
- **Data parallel**: the input database is partitioned and each partition is managed by distinct LSs;
- **Task + Data parallel**: a combination of the above two strategies.

To perform experimental evaluations we used a collection of html documents as a benchmark and conducted preliminary experiments on a cluster of three SMP Linux PCs. The results we obtained highlighted the greater performance resulting from exploiting a hybrid **Task + Data** parallelization strategy over a pure **Task-parallel** one.

Some problems encountered during the design of MOSE still remain open. First of all we would like to extract performance models for all the three parallelization strategies. Such models may drive the selection of the most suitable model when system parameters such as target architecture or dataset contents are varied. We are also interested in investigating the advantages and disadvantages of using a **Document Partitioning** strategy against a **Term Partitioning** one and from this analysis we would like to draw theoretical models helping the choice of the most suitable distribution schema. Moreover, as we already said, during the realization of MOSE we faced directly with the development complexity of this kind of software so we think that some kind of software engineering is needed to facilitate reuse and maintenance of source code.

1.4 Outline

In this thesis we are going to proceed as follows. In Chapter 2 a survey of the current state of the art in the general, and wide, field of Web Information Retrieval is presented. Chapter 3 is devoted to the explanation of some novel results we obtained with a new caching policy for WSEs’ results. In Chapter 4 we introduce and analyze a novel indexing architecture thought for indexing Web documents. In Chapter 5 we present some results about an interesting problem related to the indexing phase of a WSE: the **Assignment Problem**. Finally in the last chapter we present some conclusions and future work proposals.
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Chapter 2

State of the art of WSEs’ technology

Abstract

In this chapter we present some research issues in the field of Highly Responsive Web IR systems, i.e. WSEs that provide both High Performance, intended for finding the best compromise among better exploitation of system resources (i.e. high system throughput) and low processing cost (i.e. low system latency) even at heavy load conditions (i.e. system scalability); and Quality of Service (QoS) requirements, intended as designing systems aware of Timeliness, and High Availability requirements.

Web search services have proliferated in the last years. Users have to deal with different formats for inputting queries, different results presentation formats, and, especially, differences in the quality of retrieved information [91]. Also performance (i.e. search and retrieval time plus communication delays) is a problem that has to be faced while developing such a type of application which may receive thousands of requests at the same time.

Most search engine developments is done within competitive companies which do not publish technical details.

In this chapter we review some of the most notable ongoing research projects in the Web IR area. In Section 2.1 we review the main results concerning the techniques for searching the Web. Next, in Section 2.2, we describe software architectures for either parallel, or distributed WSEs modules.

2.1 Sequential Techniques

Parallel and Distributed processing is an enabling technology for efficiently searching and retrieving information on the Web. Despite this fact, enhancements to sequential IR methods are very important.

The remainder of this section presents main innovations in WEB IR sequential algorithms and is organized as follows. In Subsection 2.1.1 we depict the state of the art in
crawling techniques. We continue discussing the ongoing research projects in the field of indexing and query analysis (Subsection 2.1.2 and 2.1.3) and, finally, in Subsection 2.1.4 we describe ranking strategies for IRSs for Web related data.

### 2.1.1 Crawling

Several papers investigate the design of effective crawlers for facing the information growth rate. There are several aspects aimed at improving classical spidering schemes [36, 109, 29, 116, 46, 3, 107, 101].

Main efforts are oriented toward finding an effective solution for reducing the number of sites visited by Crawlers. The main contributions are:

- **URL–ordering**;
- **Focused Crawling**; and
- **Incremental Crawling**.

The URL–ordering technique consists of sorting the list of URLs to be visited using some importance metrics and in crawling the Web according to the established ordering. This technique impact both the repository refresh time and the resulting index quality since the most important sites are chosen first.

In [36], Garcia–Molina et al. investigate three importance measures to establish site importance: *Similarity to a Driving Query Q*, where the importance is measured as the distance among the URLs content and a query Q, *Backlink Count* where the importance is the number of URLs linking to the current URL, and *PageRank* which is based on the PageRank ranking metrics [114, 19]. From the paper we could devise two main aspects.

In spidering algorithms which consider only PageRank and Backlink count, the PageRank strategy outperforms the other due to its non–uniform traversing behavior: going in depth when the importance of the children is high enough, moving to the siblings whenever children nodes contain unimportant documents. On the other hand, when a similarity driven crawling algorithm is used the PageRank strategy is comparable to the a *Breadth First* traversal. This happens because when a page is authoritative with respect to a particular topic, its children are likely to have a high importance too. In their work the authors restricted the crawling space to the Stanford University Web pages. Thus, the resulting repository represents only a very small fraction of the entire Web space.

In contrast to the results obtained by Garcia–Molina et al., the authors of [109] showed that the breadth-first search order discovers the highest quality pages during the early stages of the crawling process and, as crawling progresses, the quality of the downloaded pages deteriorates. They argue that the breadth-first strategy performs better due to the high probability of an important sites to be linked from another one. Thus, crawlers using breadth first, with high probability, will visit very soon a large number of important site. Moreover their system, consisting of a 667 MHz Compaq AlphaServer ES40 with 16 GB of RAM, took over a day to compute the PageRanks of a graph on 351 million pages,
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despite the fact that they had the hardware resources to hold the entire graph in memory. Since using PageRank to steer a crawler would require multiple such computations over larger and larger graphs, they conclude that the PageRank solution is in practice infeasible for very large document repositories.

Focused Crawling is an argument very close to Url–Ordering. A focused crawler is designed to only gather documents on a specific topic, thus reducing downloads and the amount of network traffic.

Experiences with a focused crawler are presented in [29]. The crawler starts by using a canonical topic taxonomy and user specified starting points (e.g. bookmarks). A user marks interesting pages as he browses. Such links are then placed in a category in the taxonomy. This was bootstrapped by using the Yahoo hierarchy (260,000 documents).

The main components of the focused crawler are a classifier, a distiller and a crawler. The classifier makes relevance judgments on pages to decide on link expansion, and the distiller determines centrality of pages to determine visit priorities. The latter is based on connectivity analysis. In order to evaluate the proposal, authors consider the harvest ratio, i.e. the rate at which relevant pages are acquired, and how effectively irrelevant pages are filtered away.

They state that is desirable to start from keyword-based and limited-radius search. Another observation was that the web graph is rapidly mixing: random links rapidly lead to random topics. At the same time, long paths and large subgraphs exist with topical coherence.

A type of focused crawling which concentrates on the "hidden web" is investigated in [116]. The objective is to gain access to content "hidden" behind web search forms. The researchers propose a task-specific, human-assisted approach, and built a system called HiWE (Hidden Web Exposer). They model a form as a set of (element, domain) pairs and try to determine suitable input values based on labels, form layout etc. The label value set (LVS) is populated using explicit initialization, built-in categories (dates), wrapped data sources and crawling experience. The crawler seems to perform better on larger forms (more descriptive labels and finite domains). This approach, however, could become rapidly obsolete since in the near future the majority of dynamic pages will be probably generated by Web Services [145] which expose their interface using an ad–hoc protocol (WSDL and UDDI) that make it publicly available to other applications [129].

The use of context graphs to guide a focused crawler is detailed in [46]. The authors state that a major problem in this area is the appropriate assignment of credits to pages during the crawling process. For example, some off-topic pages may lead to on-topic pages, as a result of page hierarchies. To deal with this problem, a context focused crawler was built which uses a general search engine to get the pages linking to a specific document and builds a "context graph" for the page. This graph is then used to train a set of classifiers which assign documents to different categories based on their expected link distance from the target. Graphs and classifiers are constructed for each seed document, and allow crawler to gain knowledge about topics that are directly or indirectly related to the target topic.

The context focused crawler was compared to an ordinary breadth-first crawler and a
"traditional" focused crawler. The metric used was the proportion of relevant downloaded pages. The experiments showed that the context focused crawler outperformed the other approaches.

A focused crawler which tries to learn the linkage structure while crawling is described in [3]. This involves looking for specific features in a page which makes it more likely that it links to a given topic. These features may include page content, URL structure, link structure (siblings etc.). The authors claim that the learning approach is a more general framework than assuming a standard pre-defined structure while crawling.

A Web Topic Management System (WTMS) is described in [107]. The authors use a focused crawling technique which only downloads pages which are "near" a relevant page (parent, children and siblings). The crawler will also consider all URLs containing the topic keyword. Finally, it keeps a relevance threshold for a particular area (directory), and will stop downloading from that location if relevance drops below a certain level. The other aspect of this work is how to visualize topics, using logical groupings of sites based on hubs and authorities [86].

Incremental Crawling concerns with the problem of the data repository freshness. One can choose among two different repository management strategies. The first consists of rebuilding the entire archive from the scratch the second consists of updating the changed important pages in the repository and replacing "less–important" pages with new and "more important" pages. The major difficulties with this approach resides in the estimation of the freshness of Web pages needed to reduce the number of Needless Downloads. There are some papers trying to address this last problem [34, 32, 18, 35, 49, 71].

In [18] the authors evaluate some simple and easy-to-incorporate modifications to web servers resulting in significant bandwidth savings. Specifically, they propose that web servers export meta–data archives describing their content. The meta–data should identify the recently changed pages without the crawler needing to download them and should indicate in advance the bandwidth needed to download modifications.

In their article they study different approaches to meta–data distribution tailored for even medium/small and large website. They evaluate the effects of the proposals gathering evolution data for 760,000 pages and several web server access logs. They ran simulated crawls using both the typical crawling strategy and a meta–data enabled crawling strategy. From their data and experiments they conclude that significant web server resources (e.g., bandwidth) can be saved if servers export meta–data.

In [71] the authors provide a solution which frees web search engines from the burden of repeatedly querying for Web server updates on a per-URL basis. They provide an algorithm for Web servers that can be used to batch the push of updates to the search engines or a middleware (if one exists).

### 2.1.2 Indexing

Various access methods have been developed to support efficient search and retrieval over text document collections. Inverted files have traditionally been the index structure of choice for the Web. Commercial search engines use custom network architectures and
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high–performance hardware to achieve sub–second query response times using such inverted indexes.

When the collection is small and indexing is a rare activity, optimizing index–building is not as critical as optimizing run–time query processing and retrieval. However, with a Web–scale index, index build time also became a critical factor for two reasons: Scale and growth rate, and Rate of change.

A great deal of work has been done on inverted–index based information retrieval issues, including index compression [104, 110, 151], and incremental updates [37, 146, 151].

Moffat and Zobel [104] describe an inverted list implementation that supports jumping forward in the compressed list using skip pointers. This is useful for document based access into the list during conjunctive style processing. The purpose of these skip pointers is to provide synchronization points for decompression, allowing just the desired portions of the inverted list to be decompressed.

In the skipped structure proposed in the paper, each inverted list is divided into blocks each containing a fixed number of pointers. Codes (the skips) for the critical document numbers that start each block and for the bit–location in the compressed list of the next block are intertwined with the pointers themselves, so that the pointers in a block need not to be decoded if it is clear that the candidate sought cannot appears in that block. Within each block, each pointer is still code–dependent upon its predecessor, and so the search for a candidate takes place in two stages – first the skips are decoded sequentially until the block that must contain the candidate (if it appears at all) is determined, and then the pointers within that block are decoded.

In [110] the schema presented in the paper above is enhanced permitting an improved random access to postings lists. They adopt a “list header” approach [8], but compress the list of critical document number, and describe a different mechanism for coding – and then quickly decoding – the contents of each block.

Incremental updates of indexes have been studied extensively in the field of classical IR systems. In this kind of systems the considered update operations are insertion and deletion of documents from the collection\(^1\).

The authors of [37] proposed a data structure to perform efficient on-line update of the index with low performance loss. The structure they use is organized as block of disk storage allocated for index blocks. Together, the index blocks make up the index, that combines the functions of the dictionary and postings file, thus the index contains both index terms and postings into a single file. Updates are buffered in main memory until they can be applied to disk. A background process continuously cycles through index storage applying updates and re-writing the index. Update throughput is thus a function of the size of the main memory buffer and the period of an update cycle.

Another approach to incremental updates is shown in [146]. The authors show a dual structure index strategy to address the problem of modifying index structures in place as documents arrive. The index is composed by two distinct pieces: short lists and long

\(^1\)Different from Web repositories where modifications to documents are permitted.
lists. Lists are initially stored in a short list data structure; as they grow they migrate to a long list data structure. In the same paper the authors present a family of disk allocation policies for long lists. Each policy dictates, among other things, where to find space for a growing list, whether to try to grow a list in place or to migrate all or parts of it, how much free space to leave at the end of a list, and how to partition a list across disks.

2.1.3 Query Analysis

Popular search engines receive millions of queries daily, a load never experienced before by any IR system. Additionally, search engines have to deal with a growing number of Web pages to discover, to index, and to retrieve. To compound the problem, search engine users want to experience small response times as well as precise and relevant results for their queries. In this scenario, the development of techniques to improve the performance and the scalability of the results becomes a fundamental topic of research in IR. One effective alternative for improving performance and scalability of information systems is caching. The effectiveness of caching strategies depends on some key aspects, such as the presence of reference locality in the access stream, and the frequency at which the database is being cached and updated.

The works studying caching techniques applied to WSEs, are very few [100, 31, 124]. The work in [100] considered the problem of caching search engine query results. The study uses a log containing one million queries submitted to the search engine Excite [52]. It proposes policies to cache query results that are based on the reference locality observed in the Excite log. However, their work did not include any implementation of the proposed caching policies.

In [31] the authors present a semantic cache mechanism designed for meta-searchers querying heterogeneous Web repositories. Semantic caching is based on the representation of cached data and remainder queries for fetching data from remote servers.

The authors of [124] described and evaluated the implementation of caching schemes that improve the scalability of search engines without altering their ranking characteristics. The work has been tested integrating a real WSE (TodoBR [54]) with three caching schemes. The first one implements a cache of query results, allowing the search engine to answer recently repeated queries at a very low cost, since it is not necessary to process those queries. The second one implements a cache of the inverted lists of query terms, thus improving the query processing time for the new queries that include at least one term whose list is cached. The third caching scheme combines the two previous approaches and it is called two-level cache. The experimental results described in the paper show that the two-level caching generally outperforms the others. The two-level cache allows increasing the maximum throughput (the number of queries processed per second) by a factor of three, relative to an implementation with no cache. Furthermore, the throughput of the two-level cache is up to 53% higher than the implementations using just cache of inverted lists and up to 36% higher than the cache of query results.
2.1. SEQUENTIAL TECHNIQUES

2.1.4 Ranking

Since users usually look only at the very first pages returned by a Web search engine [130], it is very important to effectively rank the results returned for the submitted queries. The two main techniques used in ranking algorithms for Web pages are: Statistical (i.e. based on words occurency in the pages), and Link Based (i.e. based on importance inferred from informations on the structure of the Web graph). In this document we focus our attention on link based techniques.

Kleinberg’s seminal paper [86] on hubs and authorities introduced a natural paradigm for classifying and ranking web pages, setting off an avalanche of subsequent works [28, 5, 9, 14, 17, 25, 27, 38, 45, 48, 75]. Kleinberg’s ideas were implemented in HITS as part of the CLEVER project [25, 28].

With the CLEVER project the authors oriented their efforts toward the development of a Search Engine which locates not only a set of relevant pages but also those relevant pages of the highest quality [28]. CLEVER is a Search Engine that analyzes hyperlinks to uncover two types of pages:

- authorities, which provide the best source of information on a given topic; and
- hubs, which provide collections of links to authorities.

The HITS (which stands for Hyperlink–Induced Topic Search) algorithm computes lists of hubs and authorities for Web search topics. Beginning with a search topic, specified by one or more query terms, the HITS algorithm applies two main steps:

- a sampling component, which constructs a focused collection of several thousand Web pages likely to be rich in relevant authorities; and
- a weight-propagation component, which determines numerical estimates of hub and authority weights by an iterative procedure.

The main problem with this method is in its first step where a sample collection focused on a particular topic is built. To perform this step they propose to submit a query to a search engine. This kind of approach, thus, cannot rank pages without the help of another search engine.

Around the same time, Brin and Page [19, 114] developed a highly successful search engine, Google [53], which orders search results according to PageRank, a measure of authority of the underlying page. The PageRank of a page is computed by weighting each hyperlink proportionally to the quality of the page containing the hyperlink. To determine the quality of a referring page, they use its PageRank recursively. PageRank can be formally defined to be the stationary distribution of the infinite random walk \( p_1, p_2, p_3, \ldots \) where each \( p_i \) is a node in the graph \( G \) induced by the Web structure. Each node is equally likely to be the first node \( p_1 \). To determine node \( p_{i+1} \) with \( i > 0 \) a biased coin is flipped: with probability \( \epsilon \) node \( p_{i+1} \) is chosen uniformly at random from all nodes in \( G \), with probability \( 1 - \epsilon \) node \( p_{i+1} \) is chosen uniformly at random from all nodes \( q \) such that edge \( (p_i, q) \) exists in \( G \).
The PageRank is the dominant eigenvector of the probability transition matrix of this random walk. This implies that when PageRank is computed iteratively using the above equation, the computation will eventually converge under some weak assumptions on the values in the probability transition matrix.

The PageRank algorithm assigns a score to each document independent of a specific query. This has the advantage that the link analysis is performed once and the can be used to rank all subsequent queries.

In [92] the authors study a new approach for finding hubs and authorities, which they call SALSA, the Stochastic Approach for Link-Structure Analysis. SALSA examines random walks on two different Markov chains which are derived from the link-structure of the Web: the authority chain and the hub chain. The principal community of authorities (hubs) corresponds to the pages that are most frequently visited by the random walk defined by the authority (hub) Markov chain. SALSA and the Kleinberg’s Mutual Reinforcement approach are both in the framework of the same meta-algorithm. The most interesting result is that the ranking produced by SALSA is equivalent to a weighted in/out degree ranking. This make SALSA computationally lighter than the Mutual Reinforcement approach. Moreover, in [92] they show an interesting result about the stability of SALSA against the TKC effect (Tightly Knit Community effect). A TKC is a small but highly interconnected set of pages. Roughly, the TKC effect occurs when such a community scores high in link-analyzing algorithms, even though the pages in the TKC are not authoritative on the topic, of pertain to just one aspect of the topic. They demonstrated that the Mutual Reinforcement approach (used by HITS) is vulnerable to this effect, and will sometimes rank the pages of a TKC in unjustified high positions.

2.2 Parallel and Distributed Techniques

Nowadays the mostly used parallel architectures are: Cluster of PC and the Grid. The former consist of a collection of interconnected stand-alone computers working together as a single, integrated computing resource [22, 12]. The latter is a distributed computing infrastructure for advanced science and engineering. The underlining problems of Grid concepts consist of coordinating resource sharing and problem solving in dynamic, multi-institutional, virtual organizations [57, 76].

The remainder of this section shows the current research activities in the field of Parallel and Distributed WSEs. In Subsection 2.2.1 we present an analysis of the mostly known techniques used to parallelize the crawling phase. In Subsection 2.2.2 we review the current technologies concerning the design of parallel indexers and, finally, in Subsection 2.2.3 we discuss parallel query analyzers.

2.2.1 Parallel Crawling

As the size of the Web grows, it becomes more difficult to retrieve the whole or a significant portion of the Web using a single process. Therefore many WSEs run multiple
crawler processes in parallel. We refer to this type of crawler as a parallel crawler.

Only few works discuss the architecture of parallel crawlers [108, 73, 33, 16, 144].

In [108], Heydon and Najork describe the software architecture of Atrax the distributed version of Mercator [73]: a scalable, and extensible web crawler. Crawling is performed by multiple worker threads. Each thread, repeatedly performs the steps needed to download and process a document. All Mercator threads are run in a single process. However, Mercator can be configured as a multi–process distributed systems. In this configuration, one process is designated the queen, and the others are drones. Both the queen and the drones run worker threads, but only the queen runs a background thread responsible for logging statistics, terminating the crawl, and initiating checkpoints. Moreover, in its distributed configuration the state of a Mercator crawl is fully partitioned across the queen and drone processes; there is no replication of data. In a distributed crawl, when a link has been extracted it is checked to see if it is assigned or not to this process. If not it is routed to the appropriate peer process. Since about 80% of links are relative, the vast majority of discovered URLs remain local to the crawling process that discovered them. Mercator (Atrax) was written in Java, which gives flexibility through pluggable components but also posed a number of performance problems that have been addressed by the authors.

In his PhD thesis, Cho presents various challenges in the development of an effective Crawler [33]. In particular he addresses the parallelization of the Crawling phase. The goal is to propose some guidelines for crawler designers, helping them selecting operational parameters like: number of crawling processes, or inter-process coordination and communication schemes. The author considers a general architecture of a parallel crawler as composed by several crawling processes named C-procs. Each C-proc performs the basic tasks that a single-process crawler conducts. The C-procs may be running either on a LAN (Intra-site Parallel Crawler) or on the Internet (Distributed Crawler).

In [16] the authors present Trovatore, an highly scalable distributed web crawler. The software architecture consists of a number of agents, each one delegated to deal with a specified portion of the web domain under investigation. The main components of the crawler are: the Store, that deals with the storage of the crawled pages and the checking of the duplicates; the Frontier, that retrieves new pages on the basis of the actually fetched pages; the Controller that serves as crash-failure detector.

In [144] the authors propose the use of mobile agents to improve the performance of web search engines. The performance gains translate to improved web coverage and freshness of search results. They use an approach consisting of uploading a software agent to participating servers and using this agent to collect pages and sending them to the search engine site. The authors also give explanations of the security issues related to this approach and show that, due to its simplicity, their proposal does not introduce new security concerns. Moreover, security can be enforced by simple conventional techniques which are computationally inexpensive.
2. STATE OF THE ART OF WSES’ TECHNOLOGY

2.2.2 Parallel Indexing

Despite their simple structure, the task of building inverted files for very large text collections such as the Web is very expensive. Therefore, faster indexing algorithms are always desirable and the use of parallel or distributed hardware for generating the index is an obvious solution.

An important feature of the IF index organization is that indices generated following this can be easily partitioned. In particular depending on the moment the partitioning phase is done one can devise two different partitioning strategies [10, 151]. The first approach requires to horizontally partition the whole inverted index with respect to the lexicon, so that each query server stores the inverted lists associated with only a subset of the index terms. This method is also known as term partitioning or global inverted files. The other approach, known as document partitioning or local inverted files, requires that each query server becomes responsible for a disjoint subset of the whole document collection (vertical partitioning of the inverted index). Following this last approach the construction of an IF index become a two-staged process. In the first stage each index partition is built locally and independently from a partition of the whole collection. The second phase is instead very simple, and is needed only to collect global statistics computed over the whole IF index.

In [120] the authors address the problem of constructing inverted files using distributed algorithms for building global inverted files for large collections distributed across a high–bandwidth NOW\(^2\). The three distinct algorithms are : \textit{LL, LR,} and \textit{RR}. The \textit{LL} algorithm is based on the idea of computing first the local inverted files at each machine (using a sequential algorithm) and merging them in a subsequent phase. The \textit{LR} and \textit{RR} algorithm are more sophisticated and also superior; they use a mixing of local computation of inverted lists and remote fusion of these for \textit{LR}, and use all remote operations for the \textit{RR} method. The authors argue that the \textit{LR} algorithm is the best in practice because it presents performance comparable to that of the \textit{RR} algorithm but is simpler to implement.

In [102] the authors introduces a novel pipelining technique for structuring the core index–building system that substantially reduces the index constructing time. They demonstrate that for large collections, the pipelining technique can speed up index construction by several hours. They propose and compare different schemes for storing and managing inverted files using an embedded database system. They show that an intelligent scheme for packing inverted lists in the storage structures of the database can provide performance and storage efficiency comparable to tailored inverted file implementations. Finally, they identified the key characteristics of methods for efficiently collecting global statistics from distributed inverted indexes. The \textit{ME} strategy consists of sending local information as the computation executes; the \textit{FL} strategy consists of sending local information during the flush of sorted runs.

\(^2\)Network Of Workstation.
2.2. PARALLEL AND DISTRIBUTED TECHNIQUES

2.2.3 Efficient Query Brokering

A common software architecture for parallel IRSs follows the Master/Worker model. In this model the Workers are the actual search module which receive queries from and return results to the Master that, in this schema, is known as the Query Broker (QB).

Since realistic WSEs usually manage distinct indexes, the only way to ensure timely and economic retrieval is designing the QB module so that it forward a given query only to the workers managing documents related to the query topic. The Collection Selection technique play a fundamental role in the reduction of the search space. Particular attention should be paid in using this technique since it could results in a loss of relevant documents thus obtaining dramatic effectiveness performance degradations.

In the last ten years a large number of research works dealed with the collection selection problem [97, 23, 24, 39, 40, 47, 51, 62, 60, 61, 63, 64, 68, 67, 66, 69, 72, 118, 77, 82, 87, 90, 95, 106, 115, 117, 127, 147, 153, 154, 156].

The most common approaches to distributed retrieval exploits a number of heterogeneous collections grouped by source and time period. A collection selection index (CSI) summarizing each collection as a whole, is used to decide which collections are most likely to contain relevant documents for the query. Document retrieval will actually only take place on such collections. In [72, 40] several selection methods have been compared. The authors showed that the naïve method of using only a collection selection index lacks in effectiveness. Many proposals try to improve both the effectiveness and the efficiency of the previous schema.

In [106] Moffat et al. use a centralized index on blocks of $B$ documents. For example, each block might be obtained by concatenating documents. A query first retrieves block identifiers from the centralized index, then searches the highly ranked blocks to retrieve single documents. This approach works well for small collections, but causes a significant decrease in precision and recall when large collections have to be searched.

In [67, 68, 69, 147] H. Garcia–Molina et al. propose GlOSS, a broker for a distributed IR system based on the boolean IR model that uses statistics over the collections to choose the ones which better fits the user’s requests.

The authors of GlOSS made the assumption of independence among terms in documents so, for example, if term $A$ occurs $f_A$ times and the term $B$ occurs $f_B$ times in a collection with $D$ documents, than they estimated that $f_A \cdot f_B \cdot D$ documents contain both $A$ and $B$.

In [66] the authors of GlOSS generalize their ideas to vector space IR systems (gGlOSS), and propose a new kind of server hGlOSS that collects information for several GlOSS servers and select the best GlOSS server for a given query.

In [24] the authors compare the retrieval effectiveness of searching a set of distributed collections with that of searching a centralized one. The system they used to rank collections is an inference network in which the leaves represent document collections, and the representation nodes represent the terms that occur in the collection. The probabilities that flow along the arcs can be based upon statistics that are analogous to $tf$ and $idf$ in classical document retrieval: document frequency $df$ (the number of documents containing
the term) and inverse collection frequency $icf$ (the number of collections containing the term). They call this type of inference network a **collection retrieval inference network**, or **CORI net** for short. They found no significant differences in retrieval performance between distributed and centralized searching when about half of the collections on average were searched for a query. Since the total number of collections was small (approx. 17), and the percentage of collection searched was high, their results may not reflect the true retrieval performance in a realistic environment.

In [156] (CVV (**Cue-Validity Variance**)) a new collection relevance measure is proposed. This measure is founded on the concept of **cue-validity** of a term in a collection, and measures the degree to which the term distinguishes documents in the collection itself. The results show that the effectiveness ratio decreases as very similar documents are stored within the same collection.

In [154] collection selection strategies using Cluster–based language models have been investigated. Xu et al. proposed three new methods of organizing a distributed retrieval system based on the basic ideas presented before. This three methods are **global clustering**, **local clustering**, and **multiple-topic representation**. In the first method, assuming that all documents are made available in one central repository, a clustering of the collection is created; each cluster is a separate collection that contains only one topic. Selecting the right collections for a query is the same as selecting the right topics for the query. This method is appropriate for searching very large corpora, where the collection size can be Terabytes. The next method is **local clustering** and it’s very close to the previous one except the assumption of a central repository of documents. This method can provide competitive distributed retrieval without assuming full cooperation among the subsystems. The disadvantage is that its performance is slightly worse than that of global clustering. The last method is **Multiple-topic Representation**. In addition to the constraints in local clustering, the authors assume that subsystems do not want to physically partition their documents into several collections. A possible reason is that a subsystem has already created a single index and wants to avoid the cost of re-indexing. However, each subsystem is willing to cluster its documents and summarize its collection as a number of topic models for effective collection selection. With this method a collection corresponds to several topics. Collection selection is based on how well the best topic in a collection matches a query. The advantage of this approach is that it assumes minimum co-operation from the subsystem. The disadvantage is that it is less effective than both global and local clustering.

In [153] the authors evaluate the retrieval effectiveness of distributed information retrieval systems in realistic environments. They propose two techniques to address the problem. One is to use phrase information in the collection selection index and the other is query expansion. In [47] Dolin et al. present Pharos, a distributed architecture for locating diverse sources of information on the Internet. Such architectures must scale well in terms of information gathering with the increasing diversity of data, the dispersal of information among a growing data volume. Pharos is designed to scale well in all of these aspects, to beyond $10^5$ sources. The use of a hierarchical metadata structure greatly enhances scalability because it provides for hierarchical network organization.
2.2.4 Peer To Peer

Peer-to-peer (P2P) systems are distributed systems in which nodes of equal roles and capabilities exchange information and services directly with each other.

In recent years, P2P emerged as a popular way to share huge volumes of data. The usability of these systems depends on effective techniques to find and retrieve data. For example, the Morpheus [135] multimedia file-sharing system reported over 470,000 users sharing a total of 0.36 petabytes of data as of October 26, 2001. Sharing such large volumes of data is made possible by distributing the main costs – disk space for storing the files and bandwidth for transferring them – across the peers in the network. In addition to the ability to pool together and harness large amounts of resources, the strengths of existing P2P systems (e.g., [136, 134, 149, 135]) include self-organization, load-balancing, adaptation, and fault-tolerance. Because of these desirable qualities, many research project have been focused on understanding the issues surrounding these systems and improving their performance (e.g., [123, 89, 43]).

The key to the usability of a data-sharing P2P system, and one of the most challenging design aspects, is the design of efficient techniques for search and retrieval. The best search techniques for a given system depends on the needs of the application. For storage or archival systems focusing on availability, search techniques such as Chord [143], Pastry [122], Tapestry [157], and CAN [119] are well-suited, because they guarantee location of content within a bounded number of hops. To achieve these properties, these techniques tightly control the data placement and topology within the network, and currently support only search by object identifier.

In systems where persistence and availability are not guaranteed or necessary, such as Gnutella [134], Freenet [149], Napster [136], and Morpheus [135], search techniques can afford to have looser guarantees. However, because these systems are meant for a wide range of users that come from non-cooperating organizations, the techniques cannot afford to strictly control the data placement and topology of the network. Friends may want to connect to other friends, while strangers may not want to store data (potentially large amounts) on behalf of each other. Also, these systems traditionally offer support for richer queries than just search by identifier, such as keyword search with regular expressions. Search techniques for these “loose” systems must therefore operate under a different set of constraints than techniques developed for persistent storage utilities.

The main problem with the current search techniques is that “loose” P2P systems tend to be very inefficient, either generating too much load on the system, on providing for a very bad user experience.

The original motivation for P2P research was developing file-sharing P2P systems such as Gnutella [134], Napster [136], Freenet [149], and Morpheus [135]. All four of these systems are file-sharing systems that do not guarantee availability.

Napster is not a pure P2P system, but rather a hybrid one containing some centralized components; performance of hybrid P2P systems is explored in [155]. Morpheus is a newer, very popular system which has an architecture partway between Napster’s and Gnutella’s. “Super-peer” nodes act as a centralized resource for a small number of clients,
but these super-peers than connected the each other to form a pure P2P network.

Other search techniques for “loose” systems include [2, 41, 137]. The search technique proposed in [2] makes the nodes index the content of other nodes in the system, thereby allowing queries to be processed over a large fraction of all content while actually visiting just a small number of nodes.

Works [41] and [137] propose that each node maintain metadata that can provide “hints” to which nodes contain data relevant for the current query. Query messages are routed by nodes making local decision based on this hints. Hints in [41] are formed by building summaries of the content that is reachable via each connection a node has. Hints in [137] are formed by learning user preferences. By observing the behavior of the users – for example, noting which nodes the user choose to download from – a user’s client can learn which nodes the user believes to be an authority on certain topics. Future queries on those topics can subsequently be routed to these authority nodes.

Search techniques for systems with strong guarantees on availability include Chord [143], CAN [119], Pastry [122], and Tapestry [157]. These four techniques are quite similar in concept, but differ slightly in algorithmic and implementation details. In Chord, Pastry and Tapestry, nodes have a numerical identifier, while in CAN, nodes are assigned regions in a $d$-dimensional identifier space. A node is the responsible for owning objects, or pointers to objects, whose identifiers map to the node’s identifier or region. Nodes also form connections based on the properties of their identifiers. With these deliberately formed connections and intelligent routing, a system can locate an object by its identifier within a bounded number of hops. These techniques perform quite well for the systems they were intended for ([43, 123, 89]).

Another interesting project on which some of the Sun’s researchers are currently working on is JXTA [84]. JXTA is a set of open, generalized P2P protocols that allow any connected device (cell phone, PDA, PC, server) on the network to communicate and collaborate.

Project JXTA has a set of objectives that are derived from what we perceive as shortcoming of many P2P systems in existence or under development:

- Interoperability;
- Platform Independence; and
- Ubiquity.

JXTA relies heavily on XML [138] to achieve its goals. Messages that are exchanged among the peers are in XML format, which makes JXTA platform independent. By separating protocol from specific language bindings, the platform is also technically language independent, although it has initially been implemented using Java. The JXTA Shell (written in Java) is a sample application that relies on the JXTA platform, but it also shows many features of the platform.

The components of JXTA are the results of careful design phases. They provide the minimal requirements for a generic P2P network, stripping it of all the policy-specific
logic and components. This leaves only the building-block constituents that almost all P2P applications can use, regardless of their intended users and specific implementation. One of the key issues for the JXTA core community is to ensure that this generic applicability remains true. The JXTA components enable and facilitate the simple fabrication of P2P applications without imposing unnecessary policies or enforcing specific application operational models.

The JXTA platform contains three layers. These layers in order from lowest to highest are the core, the services, and the application.

The core is the layer in which the peer ID is assigned and protocols are defined and managed. JXTA is made up of a set of six protocols, which allow for the most basic peer discovery and communication. These protocols are language independent. The six protocols are peer discovery, peer information, peer membership, peer resolver, peer binding, and peer endpoint. The protocols provide the basic functions of creating groups, finding groups, joining and leaving groups, monitoring groups, talking to other groups and peers, and sharing information. These protocols are nothing more than XML advertisements and messages among peers. It is in the core that these protocols are encapsulated.

The services layer provides basic functionality to the applications layer. This functionality includes indexing, searching, and file sharing. Applications may or may not decide to use the services layer, but when used, it provides a library-like functionality. An example of a service is Sun’s Content Management System (CMS) that provides a generic way for different applications to share files on peers so that searches can be performed against them [88].

The application layer is the place where the p2p applications reside. It is here that applications such as a chat program, email, auctions, and even storage systems will be found.

Since JXTA is still being developed and refined, the binding is not yet complete. As Sun developers and the community dig into JXTA, they will be finding it necessary to make changes to enhance the framework. With the changes will most definitely come some changes in the interfaces, implementations, and protocols. These changes will result in applications that have already been written needing to be modified in order to account for the changes.

Another problem JXTA faces involves the widespread use of firewalls. Currently, firewalls are a threat to JXTA’s usability. A peer inside a firewall is unable to discover peers outside of the firewall. However, there are ways around this problem; for example if you know the address of a peer which is acting as a rendezvous peer, then you can use that peer to locate other peers outside the firewall. JXTA's developers admit that getting around the firewall is a problem and are currently spending much time and effort researching this problem in hopes of coming up with a more ideal solution.

Another interesting relationship is among P2P and embedded systems such as mobile and handheld computers.

This is a new research field and many interesting aspects have to be investigated.

In [70] the authors examine a set of requirements for robust peer computing, propose a small set of architectural principles designed to meet those requirements, and discuss
the systematic exploitation of those principles in the context of Magi, a general purpose, peering infrastructure for both embedded and enterprise applications.

The main characteristics of Magi is that it uses the HTTP protocol, peers link together in networks to share information and services.

Each Magi peer provides a simple core set of services that handles interaction with the network, manages information about the location, status, and access privileges of "buddies"\(^3\), and supports the dynamic extension of Magi. Extension modules may depend on these capabilities being available in any Magi peer into which the module is loaded.

\(^3\)"Buddy" stands for peers in the Magi environment.
Chapter 3

Caching Search Engine Query Results

Abstract

This chapter discusses the design and implementation of an efficient two-level caching system aimed to exploit the locality present in the stream of queries submitted to a Web search engine. Previous works showed that there is a significative temporal locality in the queries, and demonstrated that caching query results is a viable strategy to increase search engine throughput. We enhance previous proposals in several directions. First we propose the adoption of a new caching strategy. We called this new policy SDC (Static and Dynamic Caching). Basically, it consists of storing the results of the most frequently submitted queries in a fixed-size read-only portion of the cache. The remaining portion of the cache is used by the queries that cannot be satisfied by the read-only one according to a single cache replacement policy. Moreover, we show that search engine query logs also exhibit spatial locality, since users often require subsequent pages of results for the same query. SDC also take advantage of this type of locality by exploiting a sort of speculative prefetching strategy. We experimentally demonstrate the superiority of our SDC over other policies. We measured the hit-ratio achieved on three large query logs by varying the size of the cache, the percentage of read-only entries, and the replacement policy used for managing the dynamic cache. Finally, we propose an implementation optimized for concurrent accesses, and we accurately evaluate its scalability.

Caching is a very effective technique to make scalable a service that distributes data to a multitude of clients. As suggested by many researchers, caching can also be used to improve the efficiency of a Web Search Engine (WSE) [152, 99, 125, 94]. This is motivated by the high locality present in the stream of queries processed by a WSE, and by the relatively infrequent updates of WSE indexes that allow us to think of them as mostly read-only data.
3. CACHING SEARCH ENGINE QUERY RESULTS

3.1 Introduction

Nowadays, WSEs are commonly used to find information and navigate in the Web. In the last years we have observed an impressive growth in the number of pages indexed as well as in the number of queries submitted to the most popular WSEs, thus requiring WSEs to be designed in a scalable way.

WSE caching, similarly to Web page caching, can occur at several places, e.g. on the client side, on a proxy, or on the server side. Caching on either the client or the proxy has the advantage of saving network bandwidth. Caching on the server side, on the other hand, has the advantage of improving the shareness of query results among different users. Moreover, caching at this level has the effect of saving I/O and computational resources used by the WSE to compute the page of relevant results to be returned to a user. In fact, consider that, in order to prepare a page of results, we have to intersect inverted lists that can be distributed, and to globally rank the results to decide which are the most relevant ones. On the other hand, cache results are cheaper to retrieve since it, usually, involves just a look-up operation on a search data structure.

One of the issues related to a server-side cache is the limited resources usually available on the WSE server, in particular the RAM memory used to store the cache entries. However, the architecture of a scalable, large-scale WSE is very complex and includes several machines which take care of the various sub-tasks involved in the processing of user queries [112, 20]. Figure 3.1 shows the typical architecture of a modern large-scale WSE placed behind an http server. We can see a distributed architecture composed by a farm of identical machines running multiple WSE CORE modules, each of which is responsible for searching the index relative to one specific sub-collection of documents. This organization of the index is called Local Inverted File or Document Partitioning, in contrast to a Global Inverted File of Term Partitioning in which a complete index is horizontally split so that different index partitions refer to a subset of the set of distinct terms of the collection. In front of these searcher machines we have an additional machine hosting the MEDIATOR/BROKER. This module has the task of scheduling the queries to the various searchers, and of collecting the results returned back. The mediator then orders these results on the basis of their relevance, and produces a ranked vector of document identifiers (DocIDs), e.g. a vector composed by 10 DocIDs. These DocIDs are then used to get from the URLs/SNIPPETS SERVER the associated URLs and page snippets to include in the html page returned to the user through the http server. Note that multi-threading is exploited extensively by all these modules in order to process concurrently distinct queries. Within this architecture the RAM memory is a very precious resource for the machines that host the WSE CORE, which perform well only if the mostly accessed sections of their huge indexes can be buffered into the main memory. Conversely, the RAM memory is a less critical resource for the machine that hosts the mediator. This machine can thus be considered as an ideal candidate to host a server-side cache. The performance improvement which may derive from the exploitation of query results caching at this level is remarkable. Queries resulting in cache-hits are in fact promptly served thus enhancing WSE throughput, but also the queries whose results are not found in cache ben-
efit substantially due to the lower load on the WSE and the consequent lower contention for the I/O, network and computational resources.

Figure 3.1: Architecture of a large-scale, distributed WSE hosting a query results cache.

In this chapter, we are interested in studying the design and implementation of such a server-side cache of query results. In particular, we will analyze the performance of a one-level cache in terms of hit-ratio and throughput.

Starting from an accurate analysis of the content of three real query logs, we propose a novel replacement policy (called SDC- Static and Dynamic Cache) to adopt in the design of a fully associative cache of query results. According to SDC, the results of the most frequently accessed queries are maintained in a fixed size set of statically locked cache entries. This set is called Static Set and it is rebuilt at fixed time intervals using the statistical data coming from the WSE usage data. When a query arrives at SDC if it cannot be satisfied by the Static Set the it competes for the use of a Dynamic Set of cache entries.

We experimentally demonstrated the superiority of SDC over other caching policies proposed elsewhere, by evaluating both the hit-ratio and the throughput achieved on the three query logs by varying the size of the cache, the percentage of cache entries of the Static Set, and the replacement policy used for managing the Dynamic Set. Moreover, we showed that WSE query logs exhibit not only temporal locality, but also a limited spatial locality, due to requests for subsequent pages of results. Furthermore, our caching system exploits a sort of Speculative Prefetching Strategy that, differently from other prefetching proposals (e.g. [94]), tries to maintain a low overhead on the underlying WSE Core. In fact, while server-side caching surely reduces the load over the core query service of a WSE and improves its throughput, prefetching aims to increase the cache hit-ratio and thus the responsiveness (from the point of view of each single user) of the WSE, but may involve a large overhead on the same core query service. So an accurate study of trade-offs of prefetching is necessary, and we addressed this in the experimental section of the
chapter by analyzing pros and cons of different prefetching strategies.

In the last part of the chapter, we will also discuss actual implementation issues and we will present a concurrent implementation of a cache system using SDC. To show the benefits of our caching system, we will accurately assess the scalability of the whole system with respect to the number of concurrent threads accessing the cache data structures.

The rest of this chapter is organized as follows. In Section 3.2 a review of the research carried out during these years on caching WSE results is shown. Section 3.3 describes the query logs used and discusses the results of a statistical analysis conducted on their contents. In Section 3.4 we describe our novel policy, whereas Section 3.5 shows the results of the simulations performed on the different query logs. Section 3.6 describes an efficient implementation of the cache and, finally, Section 3.7 present the conclusions of this chapter.

3.2 Related Work

Several complex cache replacement policies have been proposed so far. These policies try to find a trade-off between two criteria: the recency of references and their global frequency. In many cases these policies have been used in Web Server, Disk, or CPU caches.

Besides these, a quite large number of works have addressed the problem of studying the behavior of WSEs users [100, 94, 55, 124, 152, 142, 80, 140, 74, 131, 96, 56, 141, 30, 44, 79, 78, 93].

In one of the first papers discussing the behavior of WSEs users [74], Hoelsher analyzes the query log of a popular German search engine: Fireball. The log contained about 16 millions of queries submitted on July 1996. The main focus of the paper is showing the characteristics of the queries submitted by the users. The main interesting result shows that a large part of the queries (about 59%) look just at the first page of results, while the 79% of the users look at no more than three pages of results.

Henzinger et al. in [131] analyze a very large query log of the Altavista search engine. The query log analyzed contains about a billion queries submitted in a period of 42 days. The exhaustive analysis presented by the authors pointed out several interesting results. Tests conducted include the analysis of the query sessions for each user, and the correlation of search terms among the submitted queries. As in the previous work, the results show that the majority of the users (in this case about 85%) display only the first page of results, while the 79% of the users look at no more than three pages of results.

In his work, Markatos analyzes a million queries contained in a log of the Excite WSE [99]. The paper describes the characteristics of the query log and evaluates both the temporal, and the spatial locality. The experiments show the existence of locality in the submission of the queries to the WSE. In particular, nearly a third of the submitted

\footnote{http://www.fireball.de}

\footnote{A page of results, usually, contains ten distinct results.}
queries are successively resubmitted by either the same, or other users. Furthermore, in this paper Markatos shows that the plot of the 1,000 popular queries in the log conforms to a zipfian distribution. This last results is confirmed also by Saraiva et al. who plotted the frequency of submission of a collection of 100,000 queries submitted to TodoBR, a Brazilian search engine [125].

One of the last published work which is focused on determining the attitude of WSEs users is [94]. In this paper the authors present an analysis of a query log containing around 7.2 millions queries submitted to the Altavista search engine in a week of 2002. In the trace considered, they discovered that about the 63.5% of the views were for the first page of results. On the other hand, the views accounted for the second page of results were measured to be around the 11.7% of the total. Another statistical fact discovered is that the topic popularity, i.e. the number of time a particular query is requested, follows a Zipf’s Law distribution. Practically speaking, a large number of queries (over the 67%) are requested only once, while very few of them are requested multiple times. In our work, we show the same trend by examining other three real query logs: Excite, Tiscali, and Altavista. The analysis we made on our logs, in fact, evidenced the same Zipfian’s behavior for the distribution of query frequencies.

Beside that quite a large number of studies exists on evaluating the query logs characteristics, just a few of them also propose effective techniques to exploit the locality present in the stream of WSEs requests [99, 125, 94, 55].

In the paper by Markatos [99] he presented, for the first time, a caching system aimed to reduce the response time of a WSE. He implemented several existing caching policies and compared the hit-ratio obtained for each one of them. He tested his implementation on query log composed by queries submitted to Excite. He found that the hit-ratio values for the considered log, were quite good. Nonetheless, he did not present any policy tailored on the statistical properties found on the Excite log. Moreover, Markatos did not consider the possibility of introducing a prefetching strategy in order to prepare the cache to answer the requests for the following results pages.

The second work published describing a real caching system for WSEs is by Saraiva et al. [125]. In their work, the authors, show a two-level caching system which try to enhance the responsiveness of a hierarchically-structured search engine (i.e. like the one we consider in the present document, see Figure 3.1). The first-level cache consists of a classical caching system implementing an LRU policy. The second-level cache, instead, is intended to store each single posting list of each term contained into the query string. For example, for the query ”caching system” the second-level cache will separately store the posting lists’ entries for both the terms ”caching”, and ”systems”. The main interesting item in this work is that the authors experimented their cache by measuring the overall throughput when either a two-level cache was, or was not adopted. Even though at a low request-rate the second-level cache did not produce any increment in the throughput, when the request-rate increase the second-level can effectively help the disk in serving the requests thus increasing the overall throughput. Also Saraiva et al. did not consider the use of any prefetching strategy in their work.

At the WWW12 conference, Ronny Lempel and Shlomo Moran published a paper
where PDC (Probabilistic Driven Caching), a new caching policy, was presented. The idea behind PDC is to associate a probability distribution to all the possible query that can be submitted to a WSE. The distribution is built over the statistics computed on the previously submitted queries. For all the queries that have not previously been seen, the distribution function evaluates to zero. This probability distribution, is used to compute a priority value that is exploited to maintain an importance ordering among the entries of the cache. In practice, the higher the probability of a query to be submitted the higher it is ranked within the cache once it is actually appeared. Indeed, the probability distribution is used only in the case of queries requesting the pages subsequent the first. For the first page of results a simple SLRU policy is used. Furthermore, PDC adopt prefetching to anticipate users’ requests. Note that PDC, also consider a model of users’ behavior. Within this model, a query-session starts with a request to the WSE. At this point two ways are possible: s/he can either submit a follow-up query (i.e. a query requesting the successive page of results), or s/he can give up and possibly start a new session by submitting a different query. A session is considered over, if no follow-up query appears within $\tau$ seconds. This model is respected in PDC by demoting the priorities of the entries of the cache referring to the queries submitted more than $\tau$ seconds ago. Note that the caching policy for the queries requesting the second, and over, page of results are ordered following a priority computed using the statistical data available. They evict from the section the entry which has the lower priority only if the ready-to-enter query has a priority greater than that. Conversely, the queries referring to the first page of results are managed by a separate SLRU cache. The results on a query log of Altavista containing queries submitted during a week of 2001, are very good. Using a cache of 256,000 elements using PDC and prefetching 10 pages of results, the authors obtained a hit-ratio of about 53.5%. Unfortunately the policy seems to be quite expensive in terms of time-to-serve for each request (in particular those causing a cache miss).

In this work we will try to overcome all the issues pointed out in this section. We will propose, in fact, SDC a novel caching policy which at the same cost of the LRU (or SLRU) policy (or even lower) will obtain hit-ratios that, in many cases, are better than those of PDC. In particular, we will see that, in principle, SDC can be combined with any other existing policies\(^3\). In fact, with all the policies we considered in our experiments, SDC has always brought to performance enhancements. Furthermore, differently from other works which used only one log coming from a single WSE, we validated our results on three different query logs, coming from three different WSE, and referring to three different periods of time: a single day, a week, and a month.

### 3.3 Analysis of the query logs

In order to evaluate the behavior of different caching strategies we used query logs from the Tiscali, EXCITE, and Altavista search engines. In particular we used Tiscali, a trace

---

\(^3\)Implementing SDC using a logarithmic policy will make the SDC behavior logarithmic too.
3.3. ANALYSIS OF THE QUERY LOGS

Table 3.1: Main characteristics of the query logs used.

<table>
<thead>
<tr>
<th>Query log</th>
<th>queries</th>
<th>distinct queries</th>
<th>date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excite</td>
<td>2,475,684</td>
<td>1,598,908</td>
<td>September 26th 1997</td>
</tr>
<tr>
<td>Tiscali</td>
<td>3,278,211</td>
<td>1,538,934</td>
<td>April 2002</td>
</tr>
<tr>
<td>Altavista</td>
<td>6,175,648</td>
<td>2,657,410</td>
<td>a week of 2001</td>
</tr>
</tbody>
</table>

of the queries submitted to the Tiscali WSE engine (www.janas.it) on April 2002, Excite, a publicly available trace of the queries submitted to the EXCITE WSE (www.excite.com) on September 26th 1997, and Altavista a query log containing queries submitted to Altavista on a week of 2002. Each record of a query log refers to a single query submitted to the WSE for requesting a page of results, where each page contains a fixed amount of URLs ordered according to a given rank. All query logs have been preliminarily cleaned by removing the useless fields. At the end of this preprocessing phase, each entry of a query log has the form (keywords, page no), where keywords corresponds to the list of words searched for, and page no determines which page of results is requested. We further normalize the query log entries by removing those referring to requests of more than 10 results-per-page. In particular, since a WSE globally reorders the results according to a given rank, the top 10 results will be included in page 1, the next 10 results in page 2, and so on.

Table 3.1 reports the main characteristics of the query logs used. While about the 46% of the total number of queries appearing in the relatively recent Tiscali and Altavista logs are distinct, in the Excite log this percentage increases up to 64%. Therefore, only looking at the numbers of distinct queries appearing in the three logs, we could deduce that the locality found in the Excite log, i.e. the oldest one, might be less than in the Tiscali ones, since only the 36% (about 54% in the Tiscali and Altavista logs) of all its queries corresponds to re-submissions of previously submitted queries.

3.3.1 Temporal locality

The plots reported in Figure 3.2 assess the temporal locality present in the query logs using a log-log scale. In particular Figure 3.2.(a) plots the number of occurrences within each log of the most popular queries, whose identifiers have been assigned in decreasing order of frequency. Note that, in all the three logs, more then 10,000 different queries are repeated more than 10 times. Since the number of occurrences of a given query is a measure that might depend on the total number of records contained in the logs, to better highlight temporal locality present in the logs we also analyzed the time interval between successive submissions of the same query. The rationale is that if a query is repeatedly submitted within a small time interval, we can expect to be able to retrieve its results even from a cache of small size. Note that according to the experiments performed in previous works, the trend of the three curve follow that of a Zipf’s law. We briefly recall that the

---

4We are very grateful to Altavista for kindly agree to make this query log publicly available.
occurrences $y$ of a phenomenon is said to follow a Zipf’s law if $y = Kx^{-\alpha}$, where $x$ is the rank of the phenomenon itself. In our case $K$ varies according to the query log analyzed, while $\alpha \approx 0.66$ in all the three cases.

Figure 3.2.(b) reports the results of this analysis. For each query log we plotted the cumulative number of resubmissions of the various queries as a function of the time interval (expressed as a distance measured in number of queries). Once more the results are encouraging: in the Tiscali log for more than $350,000$ times, the time interval between successive submissions of the same query is less than $100$; in the Altavista log this temporal locality is slightly smaller than that in Tiscali but, again, for more than $150,000$ times the time interval is still less than $100$. In the case of the Excite log we encountered a lower temporal locality. However, also in this log for more than $10,000$ times a given query is repeated at a distance lower than $100$.

We think that the lower locality present in the Excite log is mainly due to its oldest age. It contains several long queries expressed in natural language like "Where can I find information on Michael Jordan". In the query above the first six terms are meaningless, while the only informative keywords are the last two. Such kind of queries can be considered a symptom of the poor capacity of the users to interact with a WSE six years ago. Although we tried to clean the Excite queries by removing stopwords, i.e. by eliminating meaningless terms like articles, adverbs and conjunctions, the query above still resulted syntactically different from the simpler query "Michael Jordan" even if the same results may be considered relevant for both the queries.

### 3.3.2 Spatial locality

As discussed above, several works analyze WSE query logs in order to determine behaviors and preferences of users [74, 131, 142, 79, 141, 94]. Although different in some assumptions and in several conclusions, these works highlight that WSE users in most cases submit short queries and visit only a few pages of results. Estimations reported in these works differ, in some cases, remarkably: depending on the query log analyzed, percentages ranging from $28\%$ to $85\%$ of user searches only require the first page of results, so that we can expect that from $15\%$ up to $72\%$ of user searches retrieve two or more pages of results. This behavior involves the presence of significant spatial locality in the stream of queries processed by a WSE. Given a query requesting a page of relevant results with respect to a list of keywords, with high probability the WSE will receive a request for one of the following pages within a small time interval. To validate this consideration we measured the spatial locality present in our query logs. Figure 3.3 reports the results of this analysis. In particular, Figure 3.3.(a) plots the percentage of queries in each log file as a function of the index of the requested page. As expected, most queries require the first page of results. On the other hand, while there is a huge difference between the number of queries requesting the first and the second page, this difference becomes less significative when we consider the second and the third page, the third and the fourth, and so on. This may reflect different usages of the WSE. When one submits a focused search, the relevant result is usually found in the first page. Otherwise, when a generic query is
submitted, it is necessary to browse several pages in order to find the relevant information. To highlight this behavior, Figure 3.3.(b) plots the probability of the occurrence of a request for the $i$-th page, given a previous request for the $(i-1)$-th one. As it can be seen, this probability is low for $i = 2$, while it increases remarkably for higher values of $i$.

### 3.3.3 Theoretical upper bounds on the cache hit-ratio

From the analysis of the three query logs we can devise some theoretical upper bound on the maximum performance, in terms of hit-ratio, attainable. To do so we must relax some constraints on the problem. In particular, we will suppose that no eviction will occur from the cache thus supposing the availability of an infinite sized cache.

Let us starting by considering the case where prefetching is not used. In this case the minimum miss-ratio attainable by an infinite sized cache, $m$, is given by considering the number of distinct queries, $D$, over the total number of queries, $Q$.

$$m = \frac{D}{Q} \quad (3.1)$$

As a consequence the maximum hit-ratio, $H$, is given by

$$H = 1 - m = 1 - \frac{D}{Q} \quad (3.2)$$

If we apply Equation 3.2 to the data of Table 3.1 we obtain the following upper bounds:

- **Excite**: 0, 3541 (35.41%)
- **Tiscali**: 0, 5305 (53.05%)
- **Altavista**: 0, 5697 (56.97%)

Things become a little more complicated if we use prefetching. In this case, in fact, the responses to the users’ queries are anticipated by prefetching thus it is not possible to analytically compute the hit-ratio bounds. To do so, we must perform another kind of analysis on the query logs. Like in the paper by Lempel and Moran [94], we compute the minimum number of misses as follows. We associate to each possible topic a bitmap of $P_{\text{max}}$ bits, where $P_{\text{max}}$ is the largest number of pages a query can refer to. Whenever a page $i$ is requested for topic $T$ we set to 1 the correspondent $i$-th bit in the bitmap of $T$. At the end of this process, the minimum number of misses in case of prefetching $p$ can be obtained by first subdividing each bitmap into bins of size $p$ and counting the number of bins containing at least a 1. At this point is sufficient to divide this value by the total number of queries. Table 3.2 shows the results computed on the three query logs; in our case we set $P_{\text{max}}$ to 32.

As it can be seen in the table above, for large values of prefetching factors we do not experience a correspondent large variations in hit-ratio bounds. In particular, for prefetching factor greater than 4 the variations are in the second decimal digit.
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<table>
<thead>
<tr>
<th>Prefetching</th>
<th>Query log</th>
<th>Prefetching</th>
<th>Query log</th>
</tr>
</thead>
<tbody>
<tr>
<td>factor</td>
<td>Excite</td>
<td>Tiscali</td>
<td>Altavista</td>
</tr>
<tr>
<td>2</td>
<td>45.4283</td>
<td>56.652</td>
<td>60.8912</td>
</tr>
<tr>
<td>3</td>
<td>47.2301</td>
<td>56.8608</td>
<td>61.7167</td>
</tr>
<tr>
<td>4</td>
<td>47.4871</td>
<td>56.9751</td>
<td>62.078</td>
</tr>
<tr>
<td>5</td>
<td>47.5442</td>
<td>56.9881</td>
<td>62.2799</td>
</tr>
<tr>
<td>6</td>
<td>47.5634</td>
<td>56.9936</td>
<td>62.4008</td>
</tr>
<tr>
<td>7</td>
<td>47.5685</td>
<td>56.9963</td>
<td>62.4886</td>
</tr>
<tr>
<td>8</td>
<td>47.5695</td>
<td>56.9979</td>
<td>62.5664</td>
</tr>
<tr>
<td>9</td>
<td>47.5701</td>
<td>56.999</td>
<td>62.6374</td>
</tr>
<tr>
<td>10</td>
<td>47.5705</td>
<td>56.9997</td>
<td>62.716</td>
</tr>
<tr>
<td>11</td>
<td>47.5763</td>
<td>57.0003</td>
<td>62.7765</td>
</tr>
<tr>
<td>12</td>
<td>47.5768</td>
<td>57.0006</td>
<td>62.8283</td>
</tr>
<tr>
<td>13</td>
<td>47.5769</td>
<td>57.0007</td>
<td>62.8758</td>
</tr>
<tr>
<td>14</td>
<td>47.5769</td>
<td>57.0008</td>
<td>62.9182</td>
</tr>
<tr>
<td>15</td>
<td>47.5771</td>
<td>57.0009</td>
<td>62.9588</td>
</tr>
<tr>
<td>16</td>
<td>47.578</td>
<td>57.001</td>
<td>63.0329</td>
</tr>
<tr>
<td>17</td>
<td>47.5782</td>
<td>57.001</td>
<td>63.0725</td>
</tr>
<tr>
<td>18</td>
<td>47.5783</td>
<td>57.001</td>
<td>63.1124</td>
</tr>
<tr>
<td>19</td>
<td>47.5783</td>
<td>57.001</td>
<td>63.1657</td>
</tr>
</tbody>
</table>

Table 3.2: Hit-ratio upper bounds for each query log as a function of the prefetching factor.

3.4 The SDC policy

In this section we describe SDC (Static and Dynamic Cache) a novel caching policy. Actually, this is a work extending a previously presented research [55]. The idea that drove the entire design process is the following: Is it possible to find a policy suitable for caching data which appear in accordance with a Zipf’s law distribution, and having a time complexity equal to that of LRU/SLRU?

SDC is a two-level policy which makes use of two different sets of cache entries. The first level contains the so called Static Set. It consists of a set of statically locked entries filled with the most frequent queries appeared in past users’ sessions. The Static Set is periodically refreshed. The second level contains the Dynamic Set. Basically, it is a set of entries managed by a classical replacement policy (i.e. LRU, SLRU, etc.).

The behavior of SDC in the presence of a query \( q \) is, thus, very simple. First it looks for \( q \) in the Static Set, if \( q \) is present it returns the associated page of results back to the user. If \( q \) is not contained within the Static Set then it proceeds by looking for \( q \) in the Dynamic Set. If \( q \) is not present, then SDC asks the WSE for the page of results and replaces a page according to the replacement policy adopted.

Note that the idea of using a statically locked cache is present also in the work from Markatos where he studied a pure static caching policy for WSE results and compared it with a pure dynamic ones [99].

The rationale of adopting a static policy, where the entries to include in the cache are statically decided, relies on the observation that the most popular queries submitted to WSEs do not change very frequently. On the other hand, several queries are popular only within relatively short time intervals, or may become suddenly popular due to, for example, un-forecasted events (e.g. the 11\(^{th}\) September 2001 attack). Basically, if the queries are distributed following a sort of Zipf’s law behavior, then we may statically identify a set of queries to insert in the first level of the cache.

The advantages deriving from this novel caching strategy are two-fold. First, SDC
present many interesting capabilities achieving the main benefits of both static and dy-
namic caching. In fact:

- the results of the most popular of the queries can always be retrieved from the
  Static Set even if some of these queries might be not requested for relatively long
  time intervals;
- the Dynamic Set of the cache can adequately cover sudden interests of users.

Second, SDC may enhance performance. In fact, since accesses in the read-only section
can be made concurrently without synchronization, this would eventually bring to good
performance in a multi-threading environment.

3.4.1 Implementation Issues

First level - Static Set

The implementation of the first level of our caching system is very simple. It basically
consists of a lookup data structure that allows to efficiently access a set of \( f_{static} \cdot N \)
entries, where \( N \) is the total number of entries of the whole cache, and \( f_{static} \) the factor
of locked entries over the total. \( f_{static} \) is a parameter of our cache implementation whose
admissible values ranges between 0 (a fully dynamic cache) and 1 (a fully static cache).
The static cache has to be initialized off-line, i.e., with the results of most frequent queries
computed on the basis of a previously collected query log.

Each time a query is received, SDC first tries to retrieve the corresponding results from
the Static Set. On a cache hit, the requested page of results is promptly returned. On a
cache miss, we also look for the query results in the Dynamic Set.

Second level - Dynamic Set

The Dynamic Set relies on a replacement policy for choosing which pages of query re-
results should be evicted from the cache as a consequence of a cache miss and the cache
is full. Literature on caching proposes several replacement policies which, in order to
maximize the hit-ratio, try to take the largest advantage from information about recency
and frequency of references. SDC surely simplifies the choice of the replacement policy
to adopt. The presence of a static read-only cache, which permanently stores the most fre-
quently referred pages, makes in fact recency the most important parameter to consider.
As a consequence, some sophisticated (and often computationally expensive) policies
specifically designed to exploit at the best both frequency and recency of references are
probably not useful in our case. However, since we want to demonstrate the advantage of
the SDC policy over the others, we implemented some of these sophisticated replacement
policies.

Currently, our caching system supports the following replacement policies: \textit{LRU},
\textit{LRU/2} [111] which applies a \textit{LRU} policy to the penultimate reference, \textit{FBR} [121], \textit{SLRU}
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[99], 2Q [83], and PDC [94] which consider both the recency and frequency of the accesses to cache blocks.

The choice of the replacement policy to be used is performed at start-up time, and clearly affects only the management of the $(1 - f_{\text{static}}) \cdot N$ dynamic entries of our caching system.

Hereinafter we will use the following notation to indicate the different flavor of SDC. We will use SDC-$r_s$ to indicate SDC with replacement policy $r$, $f_{\text{static}} = s$. For example: SDC-$LRU_{0.4}$ means we are referring to SDC using LRU as the replacement policy, and $f_{\text{static}} = 0.4$. Another example could be the following: SDC-$[LRU/SLRU]_{0.4}$ which indicate SDC with a replacement policy chosen among LRU, and SLRU. Moreover, we will use the jolly character *, to indicate all the possible choice for the parameter replaced by *. So, SDC-*$_s$ will indicate SDC with any replacement policy and $f_{\text{static}} = s$; while, SDC-p$_*$ will indicate SDC with the replacement policy $p$ and any value of $f_{\text{static}}$.

3.5 Experiments with SDC

3.5.1 Experimental setup

All the experiments were conducted on a Linux PC equipped with a 2GHz Pentium Xeon processor and 1GB of RAM.

Since SDC requires the blocks of the static section of the cache to be preventively filled, we partitioned each query log into two parts: a training set which contains $2/3$ of the queries of the log, and a test set containing the remaining queries used in the experiments. The $N$ most frequent queries of the training set were then used to fill the cache blocks: the first $f_{\text{static}} \cdot N$ most frequent queries (and corresponding results) were used to fill the static portion of the cache, while the following $(1 - f_{\text{static}}) \cdot N$ queries to fill the dynamic one. Note that, according to the scheme above, before starting the tests not only the static blocks but also the dynamic ones are filled, and this holds even when a pure dynamic cache ($f_{\text{static}} = 0$) is adopted. In this way we always starts from the same initial state to test and compare the different configurations of SDC, obtained by varying the factor $f_{\text{static}}$. (i.e. warm cache, using the terminology in [94]). The most important fact to notice, is that differently from previous works, which validated their results only on a particular query log, we used three different query logs to evaluate SDC performance. Moreover, the queries have been grabbed in different periods and, more important, the duration of these periods is different. While the Excite query log refers to a single day, the Altavista refers to a week, and the Tiscali one which, instead, refers to an entire month. Beside this fact, however, we will see that the behavior of SDC will remain the same for all the three logs.
3.5. EXPERIMENTS WITH SDC

3.5.2 SDC without prefetching

Figures 3.4 and 3.5 report the cache hit-ratios obtained on the query logs Tiscali, Excite, and Altavista by varying the ratio ($f_{static}$) between static and dynamic sets. Each curve corresponds to a different replacement policy used for the dynamic portion of the cache. In particular, $f_{static}$ was varied between 0 (a fully dynamic cache) and 1 (a fully static cache), while the replacement policies exploited were LRU, FBR [121], SLRU [99], 2Q [83], and PDC [94]. The total size of the cache was fixed to 50,000 blocks for a test on a small cache and to 256,000 blocks for the other test.

Several considerations can be done looking at these plots. First, we can note that the hit-ratios achieved are in some cases impressive, although the curves corresponding to different query logs have different peak values and shapes, thus indicating different amounts and kinds of locality in the query logs analyzed. At a first glance, these differences surprised us. After a deeper analysis we realized that similar differences can also be found by comparing other query logs already studied in the literature [74, 131, 142, 79, 141], thus indicating that users’ behaviors may vary remarkably from time to time.

Another important consideration is that in all the tests performed SDC remarkably outperformed the other policies, whose performance are exactly those corresponding to a value of $f_{static} = 0$. The best choice of the value for $f_{static}$ depends from the query log considered and, from the period of time on which the training set is based. As we will see, in fact, if we train SDC on a small portion of the query log, we would obtain the best performance in correspondence of smaller $f_{static}$ values. However, for relatively large caches, the hit-ratio values do not varies sensibly with variations of this parameter around the optimum. For example, in the case of a SDC-LRU$_{0.8}$ cache of 256,000 entries on the Altavista query log has the optimum hit-ratio value of 35.76%. In this case, varying $f_{static}$ from 0.5 to 0.9, the hit-ratios vary between 35.33 and 35.74.

Moreover, as it can be expected, due to the Zipf’s law regulating the distribution of query occurrences, the different replacement policies do not impact heavily on the overall hit-ratio. In fact the few queries that are the most frequently submitted are satisfied by the Static Set, while the majority of the queries appearing only once do not benefit from the cache at all. Thus, the Dynamic Set is exploited only by those queries which we can define Burst Queries that is those appearing relatively frequently but just for a brief period of time. For those queries, the variations of the hit-ratio figures do not justify the adoption of a policy rather than another.

Different arguments should be done in the case of small caches. For what regards the replacement policies, with the sole exception of Altavista where all the policies have comparable performance, the tests demonstrated that SDC-[LRU/2Q], outperforms the others. This behavior is motivated by the presence of the static portion of our cache, which already stores the results of the most frequently referred queries in the past. This seems to penalize replacement policies that consider either both recency and frequency of the accesses to a page, or just the frequency property. In particular, this trend, is also confirmed by the curves of SDC-FBR, which is a frequency-based policy. SDC-FBR, is always behind the other curves because the recency is never considered. On the other
hand, LRU considers only the recency of the accesses, while the Static Set considers the most frequently accessed queries. As a consequence, a simple (and computational inexpensive) replacement policy like LRU, which only considers recency, can be profitably adopted within SDC.

Another quite interesting result is that of PDC. In fact, as it can be seen by the plots, whenever PDC is used without adopting prefetching, its performance drops considerably: SDC-SLRU∗ sensibly outperforms PDC (an hit-ratio of 31.19% for a pure PDC against 35.76% of SDC-SLRU0.9, in the case of the Altavista query log and a 256,000 entries cache). On the other hand, in the case of SDC-PDC∗, the hit-ratio figure raises up to 35.69 thus flattening the difference between the various SDC flavors.

Furthermore, SDC-LRU∗ has a response time which appears to be much lower than logarithmic policies like, for example, PDC or 2Q. For instance, if we adopt a cache of 256,000 elements. Using SDC-LRU∗ will cost 10.05µsec per hit and 42.89µsec per miss, while using PDC will cost 46.18µsec per hit and 112.85µsec, i.e. about three or four times more than SDC-[LRU/SLRU]∗. Anyway, the most important fact remains the complexity figures of \(O(1)\) of SDC vs. \(O(\log(n))\) of the others.

To measure the sensitivity of SDC with respect to the size of the cache, Figure 3.6 plots the hit-ratios achieved on the Tiscali, Altavista and Excite query logs as a function of the number of blocks of the cache and the \(f_{\text{static}}\) parameter. As expected, when the size of the cache is increased, hit-ratios increase correspondingly. In the case of the Tiscali log, the hit-ratio achieved is about 37% with a cache of 10,000 blocks, and about 45% when the size of the cache is 50,000. Note that actual memory requirements are however limited: a cache storing the results as an Html page and composed of 50,000 blocks requires about 200MB of RAM, while a cache storing just the DocID (i.e. a DocID cache) and composed by the same number of entries requires less than 5MB!

Once more, these plots show that variations of the \(f_{\text{static}}\) around the optimum have small impact on the hit-ratio values for large caches.

### 3.5.3 SDC and Prefetching

The spatial locality present in the stream of queries submitted to the WSE can be exploited by anticipating the request for the following pages of results. In other words, when our caching system processes a query of the form \((\text{keywords}, \text{page } \text{no})\), and the corresponding page of results is not found in the cache, it might forward to the core query service WSE an expanded query requesting \(k\) consecutive pages starting from page \(\text{page } \text{no}\), where \(k \geq 1\) is the prefetching factor. To this end, the queries that arrive at the WSE cache system are thus expanded, and are passed to the core query service of the WSE as \((\text{keywords}, \text{page } \text{no}, k)\). Note that, according to this notation, \(k = 1\) means that prefetching is not activated.

When the results of the expanded queries are returned to the caching system, the retrieved pages are stored into \(k\) distinct blocks of the cache, while only the first page is returned to the requesting user. In this way, if a query for a following page is received within a small time interval, its results can surely be found into the cache.
Figure 3.7 shows the results of the simulation over our query logs in case SDC and prefetching are applied.

As expected, whenever some kind of prefetching is adopted the hit-ratios of the various caching policies considerably increases. For instance SDC-\textit{LRU}_* on the \textit{Altavista} query log and a cache of 256,000 results in a hit-ratio of 35.76 without prefetching and of 54.20 if prefetching with $k = 10$ is used. That means about 50\% of hit-ratio gain.

On the other hand, the prefetching factor cannot indefinitely grow. In fact, let us consider a case of a SDC-\textit{LRU}_* cache composed by 32,000 elements on the Excite query log. We measured an increase in the hit-ratio values if we keep the prefetching factor under 3, conversely, using larger factors, the hit-ratios start to slowly decrease. Figure 3.8

Needless to say, also the response time of the cache increase as the prefetching factor increases. In fact, for each miss the response time of the cache module is directly proportional to the prefetching factor.

Another big drawback of using large prefetching factors is that on the WSE side the load increase. The cost of resolving a query, in fact, in some cases\footnote{Often the cost of retrieving the posting lists from the disk dominates the other figures.} is logarithmic with respect to the number of results retrieved [151]. So, an aggressive prefetching strategy might negatively affect the replacement policy adopted and the WSE throughput. By profiling the execution of the tests, we measured that for SDC-\textit{LRU}_{0.9} cache of size 256,000, in the case of a constant prefetching factor 5, only 11.71\% of the prefetched pages are actually referred by the following queries.

In order to maximize the benefits of prefetching, and, at the same time, reduce the additional load on the WSE, we can take advantage from the characterization of the spatial locality present in the logs discussed in Section 3.3. Figure 3.3.(b) shows that, given a request for the $i$-th page of results, the probability of having a request for page $(i + 1)$ in the future is about 0.1 for $i = 1$, but becomes approximately 0.5 or greater for $i > 1$. Therefore, an effective heuristic to adopt is to prefetch additional pages only when the cache miss has been caused by a request for a page different from the first one. In this way, since the prefetched pages will be actually accessed with sufficiently high probability, we avoid to fill the cache with pages that are accessed only rarely and, at the same time, we reduce the additional load on the core query service of the WSE. Our caching system thus adopts this simple heuristic: the prefetching factor $k$ ($k > 1$) for the expanded query $\langle \text{keywords, page\_no, } k \rangle$ is chosen as follows:

$$k = \begin{cases} K_{\text{MAX}} & \text{if } \text{page\_no} > 1 \\ 2 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3.3)

In the formula above, $K_{\text{MAX}}$ represent the maximum number of page prefetched by the cache. In practice the heuristic is very simple: whenever the first page is requested expand the query by requesting the first and the second, as well. When the second page is requested return it to the user and ask the underlying WSE for the successive $K_{\text{MAX}} - 2$ pages of results.
Whenever this speculative prefetching heuristic is adopted (with $K_{\text{max}} = 5$), the percentage of prefetched pages actually referred (i.e. the pages in the cache that are referred by other queries) increases up to 30.3%. We can thus conclude that the proposed speculative heuristic constitutes a good trade-off between the maximization of the benefits of prefetching, and the reduction of the additional load on the WSE. Note that, this policy does not result in a hit-ratio drop down. The drawback of this approach, on the other hand, is that it can be effectively used only in a multi-thread context where multiple cache-clients are adopted to serve multiple requests. Otherwise, in the case of a single thread cache, when the second page of result is requested even if the cache contains it, it will be occupied in requesting the following pages thus it could not receive any other request. This, however, is not really a problem since a real world WSE’s cache would be, surely, implemented as a multi-threaded process.

### 3.5.4 Freshness of the Static Set

Caching policies which are driven by statistical data, like SDC and PDC, may suffer of problems concerning the freshness of the data from which statistics have been drawn. For this reason we are going to analyze the effect of considering a training set smaller than the one considered previously. As said in Section 3.5.1, in fact, we trained our static cache on the two-third of the query logs. In their paper Lempel and Moran trained the PDC statistics on the first million queries. We tested also SDC training the Static Set on the first million queries of Altavista and we repeated the tests varying the Dynamic Set policy and the prefetching factor.

Looking at the curves in Figure 3.9, we can observe that the optimum value of $f_{\text{statics}}$, i.e. the percentage of entries devoted to the Static Set, drop from 0.9 (training set composed by the first two-third of query log entries) to 0.4. The reason why this actually happens seems to be related to the freshness of the Static Set. The rationale is that the older the Static Set, the smaller the percentage of statically-locked entries actually used. This because the number of queries which continue to appear drop as the time goes on.

The estimation of how frequently the Static Set should be refreshed is an issue we reserve for a future work. We can use, for example the algorithm shown in [98].

### 3.6 Concurrent cache manager

The implementation of complex software systems should consider a number of aspects that rarely can coexists together. These aspects can be collected into two broad categories: Software Quality, and System Efficiency. Typically, the criteria used to evaluate the “quality” are: modularity, flexibility, and maintainability. While, when considering “performance”, one is more interested in optimizing the response time, the scalability, and the throughput.

In designing our caching system we tried to combine the two aspects of Software Quality and System Efficiency into a C++ implementation, which heavily relies on the use
of different Object Oriented (OO) techniques. For example, to improve system portability we used two multi-platform OO toolkits STLPort and ACE, which are highly optimized and thus ensure high performance. Moreover, in terms of system flexibility, we implemented our software by heavily using C++ features such as inheritance and templates. In particular, the use of templates permitted us to abstract from the specific data types being stored, and allows our system to be easily adapted to different formats. For instance, one can choose to store complete html pages of results, which usually contain URLs, snippets, titles, etc. along with formatting information (Html cache); otherwise, one can store only the numbers used in the WSE to identify the relevant documents corresponding to a given query (DocID cache).

As we anticipated in the introduction, our cache can easily be integrated into a typical WSE operating environment. A possible logical placement of our cache, as shown in Figure 3.1, is between the Web server and the mediator. When the mediator is responsible also for the preparation of the complete html page, the cache shown in the Figure should be a DocID cache. Otherwise, the cache can be a Html cache too.

In the following we will describe the modules composing our system. In particular, we will focus on the description of the data structures used to efficiently store and retrieve the elements contained into the cache. Our cache is fully associative, i.e. a query result may be associated with any entry of the cache. It is accessed through user queries, whose normalized format is (keywords, page_no). To ensure efficiency in the query lookup, we used a hash function which transforms the key (i.e., the user query) into the right table address. In case of cache hits we can thus perform this lookup-and-retrieve task in $O(1)$ time complexity.

The Static Set of SDC, hereinafter StaticTable, is stored as a simple associative memory that maps queries into their associated results. The DynamicTable, which is the dynamic section of the cache, not only implements the associative memory, but also maintains one of several orderings among the various cache entries. The specific orderings depend on the replacement policy implemented. When a cache miss occurs and no empty cache entries are available, these orderings are exploited to select the cache entry to be replaced. For example, if we adopt an LRU replacement policy, we have to select the least recently used cache entry, and thus the only ordering to maintain regards the recency of references. In practice, the DynamicTable implements these orderings through pointers used to interlink the cache entries, thus maintaining sorted lists. This avoids to copy the data entries of CacheLookup table when an ordering must be modified.

We designed our caching system to allow efficient concurrent accesses to its blocks. This is motivated by the fact that a WSE has to process several user queries concurrently. This is usually achieved by making each query processed by a distinct thread. The methods exported by our caching system are thus thread-safe and also ensure the mutual exclusion. In this regard, the advantage of SDC over a pure dynamic cache is related to the presence of the StaticTable, which is a read-only data structure. Multiple threads can thus concurrently lookup the StaticTable to search for the results of the submitted query. In case of a hit, the threads can also retrieve the associated page of results without synchronization. For this reason our caching system may sustain linear speed-up even in
configurations containing a very large number of threads. Conversely, the \textit{DynamicTable} must be accessed in the critical section controlled by a mutex. Note, in fact, that the \textit{DynamicTable} is a read-write data structure: while a cache miss obviously causes both the associative memory and relative list of pointers to be modified, also a cache hit entails the list pointers to be modified in order to sort the cache entries according to the replacement policy adopted.

Figure 3.10 shows the performance of our cache system in a multi-threading environment. In particular, the Figure plots, for different values of $f_{\text{static}}$, the scalability of the system as a function of the number of concurrent threads sharing a single cache. Scalability has been measured by considering the ratio between the wall-clock times spent by one and $n$ threads to serve the same large bunch of queries. The replacement policy adopted in running the test was \textit{LRU}, while the \textit{speculative} prefetching factor was 5. In the case of a cache hit, the thread serving the query returns immediately the requested page of results, and gets another query. Conversely, when a query causes a cache miss, the thread sleeps for $\delta$ ms to simulate the latency of the WSE core in resolving the query. Then, it returns the page of results and begins to serve another query. In order to take into account the cost of prefetching additional results, the value $\delta$ was set according to the following formula: $\delta = 40\text{ms} + (20\text{ms} \cdot \log k)$, where $k$ is the actual number of pages of results retrieved for the current query. Since in the test we used our \textit{speculative} heuristic with a prefetching factor 5, $\delta$ resulted equal to 40 ms when the cache miss was caused by a query requiring the first page of results, and about 54 ms when the miss was served by prefetching also additional results.

In order to experimentally evaluate efficiency and efficacy of the proposed caching system, we have to simulate its inclusion between an http server and a WSE core query service (see Figure 3.1). In the tests conducted, the behavior of a multi-threaded WSE http server, which forwards user queries to the cache system and waits for query results, was simulated by actually reading the queries from a single log file. The WSE core query service, which is invoked to resolve those queries that have caused cache misses, was instead simply simulated by sleeping the process (or thread) which manages the query for a fixed amount of time.

As it can be seen, the system scales very well even when a large number of concurrent threads is exploited. The scalability of a purely static cache is super-optimal since the cache is accessed read-only, but high scalability values are achieved also when SDC is adopted. Note that even when a purely dynamic cache is adopted ($f_{\text{static}} = 0$), our system scales linearly with up to 250 concurrent threads: this is mainly due to the accurate software design. With a SDC-\textit{LRU}$_{0.8}$ cache of 50,000 blocks, no prefetching, average cache hit and miss management times are only 11$\mu$s and 36$\mu$s, respectively (neglecting the WSE latency for misses).
3.7 Conclusions and Future works

In this chapter we presented a new policy for caching the query results of a WSE. The main enhancement over previous proposals regards the exploitation of past knowledge about queries submitted to the WSE to make more effective the management of our cache. In particular, since we noted that the most popular queries that are submitted to a WSE do not change very frequently, we maintain these queries and associated results in a read-only static section of our cache. The static section is updated at regular times on the basis of the WSE query log. Only the queries that cannot be satisfied by the static cache section compete for the use of a dynamic cache.

SDC, based on a static+dynamic cache, simplifies the choice of the replacement policy to adopt in the dynamic section of the cache. The presence of a static cache, which permanently stores the most frequently referenced pages, makes in fact recency the most important parameter to consider. As a consequence, a simple LRU policy handles effectively blocks replacement in our dynamic cache section, while some sophisticated (and often computationally expensive) policies specifically designed to exploit at the best both frequency and recency of references result less effective than LRU in the presence of a statically locked portion of the cache.

The benefits in adopting SDC were experimentally shown on the basis of tests conducted with three large query logs. In all the cases our strategy remarkably outperformed purely static or dynamic caching policies. We evaluated the hit-ratio achieved by varying the percentage of static blocks over the total, the size of the cache, as well as the replacement policy adopted for the dynamic section of our cache.

Moreover, we showed that WSE query logs also exhibit spatial locality. Users, in fact, often require subsequent pages of results for the same query. Our caching system takes advantage of this locality by exploiting a sort of speculative prefetching strategy which contemporary to a response to a user’s request for the second page of results, formulates a request to the underlying WSE core for the results related to the following pages.

Finally, differently from other works, we evaluated cost and scalability of our cache implementation when executed in a multi-threaded environment. The SDC implementation resulted very efficient due to an accurate software design that allowed to make cache hit and miss times negligible, and to the presence of the read-only static cache that reduces the synchronization between multiple threads concurrently accessing the cache.

A future work regards the evaluation of a cache on the server-side subdivided into two parts: an Html cache at level L1 (placed on the machine that hosts http server), and a DocID cache at level L2 (placed on the machine that hosts the mediator). Moreover, we would like to evaluate the effectiveness of our technique for caching WSE query results at the proxy-side, on the basis of locally collected query logs. Since the users of a proxy generally belong to a homogeneous community (e.g. the departments of a University), we expect to find higher locality in the stream of queries submitted. Moreover, exploiting caching at this level both enhances user-perceived QoS and saves network bandwidth.
Figure 3.2: (a) Number of submissions of the most popular queries contained in the three query logs (log-log scale). (b) Distances (in number of queries) between subsequent submissions of the same query.
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Figure 3.3: Spatial locality in the three query logs analyzed: (a) percentage of queries as a function of the index of the page requested; (b) probability of the occurrence of a request for the $i$-th page given a previous request for page $(i - 1)$. 
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Figure 3.4: Hit-ratios obtained on the three query logs by using different replacement policies as a function of the ratio between static and dynamic cache entries: (a) Tiscali, (b) Excite, (c) Altavista. The tests performed are referred to a cache whose size was fixed to 50,000 entries.
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Figure 3.5: Hit-ratios obtained on the three query logs by using different replacement policies as a function of the ratio between static and dynamic cache entries: (a) Tiscali, (b) Excite, (c) Altavista. The tests performed are referred to a cache whose size was fixed to 256,000 entries.
Figure 3.6: Hit-ratios achieved on (a) Tiscali, (b) Excite, (c) Altavista logs as a function of the size of the cache and the $f_{\text{static}}$ used.
Figure 3.7: Hit-ratios obtained on the three query logs by using different replacement policies as a function of the prefetching factor: (a) Tiscali, (b) Excite, (c) Altavista. The tests performed are referred to a cache whose size was fixed to 256,000 entries for Tiscali and Altavista; 128,000 for Excite.
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Figure 3.8: Hit-ratio variations vs. prefetching factor on the Excite query log with a cache of 32,000 elements and \textit{LRU}.

Figure 3.9: Hit-ratios obtained on the three query logs by using different replacement policies as a function of the ratio between static and dynamic cache entries on the \textit{Altavista} query log. The tests performed are referred to a cache whose size was fixed to 256,000 entries. The training set in this tests is composed by the first million queries submitted.
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Figure 3.10: Scalability of our caching system for different values of $f_{\text{static}}$ as a function of the number of concurrent threads used.
Chapter 4
Indexing Web Documents

Abstract

In the IR context, indexing is the process of developing a document representation by assigning content descriptors or terms to the documents of a collection. An Indexer is the module in a WSE system which is responsible to carry-out the indexing process. To process the ever-increasing volume of data while still providing acceptable completion times, we need to make use of scalable parallel IR algorithms. In this chapter we discuss the design of a parallel indexer for Web documents. By exploiting both data and pipeline parallelism, our prototype indexer efficiently builds a partitioned and compressed inverted index, a suitable data structure commonly utilized by modern Web Search Engines. We discuss implementation issues and report the results of preliminary tests conducted on a SMP PC.

Nowadays, Web Search Engines (WSEs) [11, 151, 20, 113] index hundreds of millions of documents retrieved from the Web. Parallel processing techniques can be exploited at various levels in order to efficiently manage this enormous amount of information. In particular it is important to make a WSE scalable with respect to the size of the data and the number of requests managed concurrently.

In a WSE we can identify three principal modules: the Spider, the Indexer, and the Query Analyzer. We can exploit parallelism in all the three modules. For the Spider we can use a set of parallel agents which visit the Web and gather all the documents of interest. Furthermore, parallelism can be exploited to enhance the performance of the Indexer, which is responsible for building an index data structure from the collection of gathered documents to support efficient search and retrieval over them. Finally, parallelism and distribution is crucial to improve the throughput of the Query Analyzer (see [113]), which is responsible for accepting user queries, searching the index for documents matching the query, and returning the most relevant references to these documents in an understandable form.

In this chapter we will analyze in depth the design of a parallel Indexer, discussing the realization and the performance of our WINGS (Web INdexinG System) prototype. While the design of parallel Spiders and parallel Query Analyzers has been studied in
depth, only a few papers discuss the parallel/distributed implementation of a Web Indexer [81, 102]. Consider that, when the collection is small and indexing is a rare activity, optimizing index–building is not as critical as optimizing run–time query processing and retrieval. However, with a Web–scale index, index building time also became a critical factor for two main reasons: Scale and growth rate, and Rate of change of the Web.

4.1 Indexing in Web Search Engines

Several sequential algorithms have been proposed, which try to well balance the use of core and out-of-core memory in order to deal with the large amount of input/output data involved. The Inverted File (IF) index [148] is the data structure typically adopted for indexing the Web. This is mainly due to two different reasons. The first is that an IF index allows the resolution of queries on huge collections of Web pages to be efficiently managed, and works very well for common Web queries, consisting of the conjunction of a few terms. Second, an IF index can be easily compressed to reduce the space occupancy in order to better exploit the memory hierarchy [132].

An IF index on a collection of Web pages consists of several interlinked components. The principal ones are: the lexicon, i.e. the list of all the index terms appearing in the collection, and the corresponding set of inverted lists, where each list is associated with a distinct term of the lexicon. Each inverted list contains, in turn, a set of postings. Each posting collects information about the occurrences of the corresponding term in the collection’s documents. For the sake of simplicity, in the following discussion we will consider that each posting only includes the identifier of the document (DocID) where the term appears, even if postings actually store other information used for document ranking purposes (e.g. in our implementation each posting also includes the positions and the frequency of the term within the document, and context information like the appearance of the term within specific html tags).

Another important feature of the IF indexes is that they can be easily partitioned. In fact, let us consider a typical parallel Query Analyzer module: the index can be distributed across the different nodes of the underlying architecture in order to enhance the overall system’s throughput (i.e. the number of queries answered per each second). For this purpose, two different partitioning strategies can be devised. The first approach requires to horizontally partition the whole inverted index with respect to the lexicon, so that each query server stores the inverted lists associated with only a subset of the index terms. This method is also known as term partitioning or global inverted files. The other approach, known as document partitioning or local inverted files, requires that each query server becomes responsible for a disjoint subset of the whole document collection (vertical partitioning of the inverted index). Following this last approach the construction of an IF index become a two-staged process. In the first stage each index partition is built locally and independently from a partition of the whole collection. The second phase is instead very simple, and is needed only to collect global statistics computed over the whole IF index.
4.2. A PIPELINED INDEXING SYSTEM

Since the document partitioning approach provides better performance figures for processing typical Web queries than the term partitioning one, we adopted it in our Indexer prototype. Figure 4.1 illustrates this choice, where the document collection is here represented as a set of html pages.

![Diagram of a distributed index based on the document partition paradigm](image)

Figure 4.1: Construction of a distributed index based on the document partition paradigm, according to which each local inverted index only refers to a partition of the whole document collection.

Note that in our previous work [113] we conducted experiments where we pointed out that the huge sizes of the Web make the global statistics useless. Just to give a hint of the reasons why this is true remember that word occurrences within documents follow a Zipfian distribution [158]. If we consider a generic collection we uniformly select a subset of documents, then it is very likely that, due to the self-similarity characteristics of Zipf’s law [4], the subcollection will maintain the same distribution of word occurrences of the global collection. In particular, the local statistic regarding the frequency of occurrence of words within documents (idf) will be approximately the same than the global one. For this reason, we did not consider this phase in the design of our indexer.

4.2 A pipelined indexing system

The design of a parallel Indexer for a WSE adopting the document partition approach (see Figure 4.1), can easily exploit data parallelism, thus independently indexing disjoint sub-collections of documents in parallel. Besides this natural form of parallelism, in this chapter we want to study in depth the parallelization opportunities within each instance of the Indexer, say Indexer$_i$, which accomplishes its indexing task on a disjoint partition $i$ of the whole collection.

1 At least this is true for English texts.
The job performed by each Indexer, to produce a local inverted index is apparently simple. If we consider the collection of documents as modeled by a matrix (see Table 4.1.(a)), building the inverted index simply corresponds to transpose the matrix (see Table 4.1.(b)). This matrix transposition or inversion can be easily accomplished in-memory for small collections. Unfortunately, a naive in-core algorithm becomes rapidly unusable as the size of the document collection grows. Note that, with respect to a collection of some GBs of data, the size of the final lexicon is usually a few MBs so that it can be maintained in-core, while the inverted lists cannot fit into the main memory and have to be stored on disk, even if they have been compressed.

To efficiently index large collections, a more complex process is required. The most efficient techniques proposed in literature [148], are all based on external memory sorting algorithms. As the document collection is processed, the Indexer associates a distinct DocID with each document, and stores into a in-core buffer all the pairs <Term, DocID >, where Term appears at least once in document DocID. Buffer size occupies as much memory as possible, and when it becomes full, it is sorted by increasing Term and by increasing DocID. The resulting sorted runs of pairs are then written into a temporary file on disk, and the process repeated until all the documents in the collection are processed. At the end of this first step, we have on disk a set of sorted runs stored into distinct files. We can thus perform a multi-way merge of all the sorted runs in order to materialize the final inverted index.

According to this approach, each Indexer works as follows: it receives a stream of
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documents, subdivides them in blocks, and produce several disk-stored sorted runs, one for each block. We call this phase \( \text{Indexer}^\text{pre} \). Once \( \text{Indexer}^\text{pre} \) is completed, i.e. the stream of pages has been completely read, we can start the second phase \( \text{Indexer}^\text{post} \), which performs the multi-way merge of all the sorted runs.

Figure 4.2: Forms of parallelism exploited in the design of a generic \( \text{Indexer} \), in particular of the first module (a) \( \text{Indexer}^\text{pre} \), and the (b) \( \text{Indexer}^\text{post} \) one.

The main activities we have identified in \( \text{Indexer}^\text{pre} \) and \( \text{Indexer}^\text{post} \) are illustrated in Figure 4.2.(a) and Figure 4.2.(b), respectively.

\( \text{Indexer}^\text{pre} \) can be in turn modelled as a two stage pipeline, \( \text{Parser}^2 \) and \( \text{Inverter}^\text{pre} \). The former recognizes the syntactical structure of each document (html, xml, pdf, etc.), and generates a stream of the terms identified. The \( \text{Parser} \) job is indeed more complex than the one illustrated in figure. In fact, it might have to determine the local frequencies of terms, remove stop words, perform stemming, store information about the position and context of each occurrence of a term to allows phase searching, and, finally, collect information on the linking structure of the parsed documents. Note that information about term contexts and frequencies are actually forwarded to the following stages, since they must be stored in the final inverted files in order to allow to rank the results of each WSE.

\(^2\)Including also a Tokenizer module.
The latter module of the first pipeline, \textit{Inverter}^{pre}, thus receives from the \textit{Parser} stage a stream of terms associated with distinct \textit{DocIDs}, incrementally builds a lexicon by associating \textit{TermIDs} with each distinct term, and stores on disk large sorted runs of pairs $<\text{TermID}, \text{DocID}>$. Before storing the run, it has to order them first by \textit{TermID}, and then by \textit{DocID}. Note that the use of integer \textit{TermID} and \textit{DocID} not only reduces the size of each run, but also makes faster comparisons and thus runs’ sorting. \textit{Inverter}^{pre} has a sophisticated main memory management, since the lexicon has to be kept in-core, each run has to be as large as possible before flushing to disk, and we have to avoid memory swapping.

When the first pipeline \textit{Indexer}^{pre} ends processing a given document partition, the second pipeline \textit{Indexer}^{post} can start its work. The input to this second pipeline is exactly the output of \textit{Indexer}^{pre}, i.e., the set of sorted runs and the lexicon relative to the document partition. The first stage of the second pipeline is the \textit{Inverter}^{post} module, whose job is to produce a single sorted run starting from the various disk-stored sorted runs. The sorting algorithm is very simple: it is an in-core multi-way merge of the $n$ runs, obtained by reading into the main memory the first block $b$ of each run, where the size of the block is carefully chosen on the basis of the memory available. The top pairs of all the blocks are then inserted in a (min-)heap data structure, so that the top of the heap contains the smallest \textit{TermID}, in turn associated with the smallest \textit{DocID}. As soon as the lowest pair $p$ is extracted from the heap, another pair, coming from the same sorted run containing $p$ (i.e., form the corresponding block), is inserted into the heap. Finally, when an in-core block $b$ is completely emptied, another block is loaded from the same disk-stored run. The process clearly ends when all the disk-stored sorted runs have been entirely processed, and all the pairs extracted from the top position of the heap.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig43.png}
\caption{Inverted file produced by the \textit{Flusher}.}
\end{figure}
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Note that as soon as $\text{Indexer}^{\text{post}}$ extracts each ordered pair from the heap, forwards it to the $\text{Flusher}$, i.e. the latter stage of the second pipeline. This stage receives in order all the postings associated with each $\text{TermID}$, compresses them by using the usual techniques based on the representation of each inverted list as a sequence of gaps between sorted $\text{DocID}s$, and stores each compressed list on disk. A scratch of the inverted index produced is shown in Figure 4.3. Note that the various lists are stored in the inverted file according to the ordering given by the $\text{TermID}$ identifiers, while the lexicon shown in figure has to be finally sorted according to lexicographic order given by the corresponding terms.

4.2.1 Experimental results

All the tests were conducted on a 2-way SMP equipped with two Intel 2.0 GHz Xeon processors, one GB of main memory, and one 80 GB IDE disk.

For the communication between the various stages of the $\text{Indexer}$ pipelines, we used an abstract communication layer that can be derived in order to exploit several mechanisms. In the tests we performed, since the pipeline stages are mapped on the same node, we exploited the System V message queue IPC.

In order to evaluate the opportunity offered by the pipelined parallelization scheme illustrated above, we have first evaluated the computational cost of the $\text{Parser}$, the $\text{Inverter}$, and the $\text{Flusher}$ module, where each of them uses the disk for input/output.

<table>
<thead>
<tr>
<th>Collection Size (GB)</th>
<th>Time (s) $\text{Parser}$</th>
<th>Time (s) $\text{Inverter}$</th>
<th>Time (s) $\text{Flusher}$</th>
<th>Tot. Throughput (GB/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3610</td>
<td>1262</td>
<td>144</td>
<td>0.71</td>
</tr>
<tr>
<td>2</td>
<td>7044</td>
<td>3188</td>
<td>285</td>
<td>0.68</td>
</tr>
<tr>
<td>3</td>
<td>11355</td>
<td>4286</td>
<td>429</td>
<td>0.67</td>
</tr>
<tr>
<td>4</td>
<td>14438</td>
<td>5714</td>
<td>571</td>
<td>0.69</td>
</tr>
<tr>
<td>5</td>
<td>18047</td>
<td>6345</td>
<td>725</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 4.2: Sequential execution times for different sizes of the document collection.

As you can observe from the execution times reported in Table 4.2, the most expensive module is the $\text{Parser}$, while the execution time of the $\text{Flusher}$ is, on average, one order of magnitude smaller than whose of the $\text{Inverter}$. Moreover, we have to consider that, in the pipeline version, the $\text{Inverter}$ module will be split into two smaller ones, $\text{Inverter}^{\text{pre}}$ and $\text{Inverter}^{\text{post}}$, whose cost is smaller than the whole $\text{Inverter}$. From the above considerations, we can conclude that the pipeline implementation will result in an unbalanced computation, so that if we execute a single pipelined instance $\text{Indexer}$, on a 2-way multiprocessors, processors, it should result in a under-utilization of the workstation. In particular, the $\text{Inverted}^{\text{pre}}$ should waste most of its time waiting for data coming from the $\text{Parser}$. 
When a single pipelined Indexer, is executed on a multiprocessor, a way to increase the utilization of the platform is to try to balance the throughput of the various stages. From the previous remarks, in order to balance the load we could increase the throughput of the Parser, i.e. the most expensive pipeline stage, for example by using a multi-thread implementation where each thread independently parses a distinct document\(^3\). The other way to improve the multiprocessor utilization is to map multiple pipelined instances of the indexer, each producing a local inverted index from a distinct document partition.

<table>
<thead>
<tr>
<th>Coll. Size (GB)</th>
<th>No. of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1.50</td>
</tr>
<tr>
<td>2</td>
<td>1.33</td>
</tr>
<tr>
<td>3</td>
<td>1.38</td>
</tr>
<tr>
<td>4</td>
<td>1.34</td>
</tr>
<tr>
<td>5</td>
<td>1.41</td>
</tr>
</tbody>
</table>

Table 4.3: Total throughput (GB/s) when multiple instances of the pipelined Indexer, are executed on the same 2-way multiprocessor.

In this chapter we will evaluate the latter alternative, while the former one will be the subject of a future work. Note that when we execute multiple pipeline instances of Indexer, we have to carefully evaluate the impact on the shared multiprocessor resources, in particular the disk and the main memory. As regards the disk, we have evaluated that the most expensive stage, i.e. the Parser, is compute-bound, so that the single disk suffices to serve requests coming from multiple Parser instances. As regards the main memory, we have tuned the memory management of the stages Inverter\(^\text{pre}\) and Inverter\(^\text{post}\), which in principle could need the largest amount of main memory to create and store the lexicon, store and sort the runs before flushing to the disk, and to perform the multi-way merge from the sorted runs.

In particular, we have observed that we can profitably map up to 4 instances of distinct pipelined Indexers, on the same 2-way processor, achieving a maximum throughput of 2.64 GB/hour. The results of these tests are illustrated in Table 4.3. Note that, when a single pipelined Indexer, is executed, we were however able to obtain a optimal speedup over the sequential version (\(\simeq 1.4 \text{ GB/h vs. } \simeq 0.7 \text{ GB/h}\)), even if the pipeline stages are not balanced. This is due to the less expensive in-core pipelined data transfer (based on message queues) of the pipeline version, while the sequential version must exploit the disk to save intermediate results.

\(^3\)The Parser is the only pipeline stage that can be further parallelized by adopting a simple data parallel scheme.
4.3 Results assessment and future works

We have discussed the design of WINGS, a parallel indexer for Web contents that produces local inverted indexes, the most commonly adopted organization for the index of a large-scale parallel/distributed WSE. WINGS exploits two different levels of parallelism. Data parallelism, due to the possibility of independently building separate inverted indexes from disjoint document partitions. This is possible because WSEs can efficiently process queries by broadcasting them to several searchers, each associated with a distinct local index, and by merging the results. In addition, we have also shown how a limited pipeline parallelism can be exploited within each instance of the indexer, and that a low-cost 2-way workstation equipped with an inexpensive IDE disk is able to achieve a throughput of about $2.7 \text{ GB/hour}$, when processing four document collections to produce distinct local inverted indexes. Further work is required to assess the performance of our indexing system on larger collections of documents, and to fully integrate it within our parallel and distributed WSE prototype [113]. Moreover, we plan to study how WINGS can be extended in order to exploit the inverted lists active compression strategy discussed in [132].
Chapter 5

Index Compression Issues

Abstract

Web Search Engines provide a large-scale text document retrieval service by processing huge Inverted File indexes. Inverted File indexes allow fast query resolution and good memory utilization since their $d$-gaps representation can be effectively and efficiently compressed by using variable length encoding methods. This chapter proposes and evaluates some algorithms aimed to find an assignment of the document identifiers which minimizes the average values of $d$-gaps, thus enhancing the effectiveness of traditional compression methods. We ran several tests over the Google contest collection in order to validate the techniques proposed. The experiments demonstrated the scalability and effectiveness of our algorithms. Using the proposed algorithms, we were able to sensibly improve (up to 20.81%) the compression ratios of several encoding schemes.

Compressing the huge index of a Web Search Engine (WSE) entails a better utilization of memory hierarchies and thus a lower query processing time [126]. During the last years several works addressed the problem of index compression. The majority of them focused on devising effective and efficient methods to encode the document identifiers (DocIDs) contained in the posting lists of Inverted File (IF) indexes [126, 105, 7, 6, 151]. Since posting lists are ordered sequences of integer DocID values, and are usually accessed by scanning them from the beginning, these lists are stored as sequences of $d$-gaps, i.e. differences between successive DocID values. $d$-gap lists are then compressed by using variable-length encodings, thus representing smaller integers in less space than larger ones. Variable-length encoding schemes can be bitwise, or bytewise:

- In bitwise schemes, the list of integers is stored as a sequence of variable-length codewords, each composed of a variable number of bits. Well-known bitwise schemes include: Elias’ gamma, Delta, Golomb-Rice [151], and Binary Interpolative coding [105]. Bitwise codes, in general, achieve very good compression ratios. The main of these methods is the relatively high decoding time, which may negatively impact on the query processing performance of the system. To overcome
this drawback, Anh and Moffat recently proposed a very effective bitwise encoding schema, which enhances considerably the decoding performance [6].

- In bytewise encoding, each integer is represented using a fixed and integral number of bytes. In its simplest form, the seven least significant bits of each byte are used to encode an integer, while the most significant bit is used as a sort of “continuation bit”, to indicate the existence of following bytes in the representation of the integer. An effective bytewise method, where word-alignment is retained, even at the cost of some bits wasted within each word, has been recently proposed by Anh and Moffat [7]. Bytewise codes have low decoding time, but are, in general, less effective than bitwise ones.

Since small $d$-gaps are much more frequent than large ones within postings lists, such variable-length encoding schemes allow IF indexes to be represented concisely. This feature of posting lists is called Clustering property, and is passively exploited by compression algorithms. However, by permuting DocIDs in a way that increases the frequency of small $d$-gaps, we may likely enhance the effectiveness of any variable-length encoding schema. Other works previously addressed this possibility [128, 15, 132, 133].

5.1 Compression of Inverted File

IF is the most widely adopted format for the index of a WSE due to its relatively small footprint and the efficiency in resolving keyword-based queries [151]. An IF, basically, follows the concept of the index of a book. For a given document corpora, an IF index maps each distinct term to a posting list of references (i.e. docIDs) to all the documents containing the term itself. Further, each entry also stores other information useful for ranking the relevance of a document with respect to a user’s query. For instance: the number of occurrences, the position of each occurrence of the term within the document, etc.

In this work, anyway, we concentrate our efforts toward finding efficient algorithms for assigning the docIDs in order to enhance the compressibility of the index. Thus we simplify the model by just considering a posting list composed by lists of integer numbers representing the docIDs for the document collection considered. Figure 5.1 shows a fragment of an Inverted File in our "reduced" model.

Since each posting list is usually sorted by docID\(^1\), and usually a list is accessed by scanning its elements from the beginning, a posting list is usually stored using a difference coding technique [126, 105, 151]. The idea of difference coding can be illustrated by a simple example. Let us consider the posting list \((((\text{apple}; 5)1, 4, 10, 20, 23)\) indicating that the term apple occurs in 5 documents: 1, 4, 10, 20, and 23. Using a naive representation we could store each id using a fixed number of bit. This approach would require

---

\(^1\) The posting list are sorted to enable efficient resolution of boolean queries [148].
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Figure 5.1: The structure of an Inverted File in our "reduced" model.

\[ O(\log(n)) \] bits for each entry of the list (where \( n \) is the number of documents in the collection considered). Nevertheless, exploiting some structural properties of the lists we could reduce the space occupancy. We can, in fact, rewrite the list as \(((\text{apple}; 5), 1, 3, 6, 10, 3)\) storing the so called \( d_{\text{gaps}} \), i.e. the differences between successive identifiers, instead of storing the actual docIDs. Since \( d_{\text{gaps}} \) are smaller than docIDs, they can be effectively encoded by a prefix-free code.

Several methods have been proposed during these years: \textit{Gamma}, \textit{Delta}, and \textit{Golomb} codes, just to name a few \([50, 65, 103, 110, 126, 105, 151]\). The common feature of these codes is their variable-length representation: smaller numbers are more "shrinked" than larger ones. Indeed, in general we can consider two macro-classes of compression scheme:

1. \textit{variable-bit}, also known as \textit{bitwise}, in which each posting is stored using a bit-aligned code whose length depends on the encoded integer;

2. \textit{variable-byte} (i.e. \textit{bytewise}), in which each posting is stored employing a byte-aligned code.

5.1.1 Bitwise encoding.

Well-known bitwise schemes include: \textit{Elias’ gamma}, and \textit{delta} \([50]\), \textit{Golomb-Rice} coding \([65]\), \textit{Binary Interpolative} coding \([105]\).

\textit{Elias’ gamma} coding \([50]\) is a bitwise method which stores a positive integer \( k \) by \( 1 + \lfloor \log_2 k \rfloor \) stored as a unary code, followed by the binary representation of \( k \) without its most significant bit.

As an example let us consider the encoding of the number 9. Using \textit{gamma} 9 is represented by 1110001, since: \( 1 + \lfloor \log_2 9 \rfloor = 4 \) or 1110 in unary, and 9 is 001 in binary with the most significant bit removed. In this way, 1 is represented by 1, that is, is represented...
in just one bit. To decode the number we count the number of 1s in the unary part of the encoding (3 in the example) and we get the same number of following bits (skipping the end marker 0) yielding to 1001 after we reinsert the most significant bit.

Obviously this code is inefficient for storing large integers. In [150] the authors showed that gamma coding is relatively inefficient for storing integers larger than 15.

Elias’ delta codes, instead, are suitable if we want to store large integers, but is very inefficient for small ones. For an integer \( k \), a delta code stores the gamma code representation of \( 1 + \lceil \log_2 k \rceil \) and then the binary representation of \( k \) without its most significant bit.

Let us consider again the number 9. Using delta, 9 is represented by 11000001. In fact 11000 is the gamma representation of \( 1 + \lceil \log_2 9 \rceil = 4 \) while, again, 001 is 9 in binary without the most significant bit. As expected the length of this encoding is greater than gamma for 9. On the other hand, let us consider the number 50. Using gamma we obtain 11111010010, while using delta we obtain 1101010010 that is we save 1 bit of space.

Golomb-Rice encoding [65] has been shown to offer more compact storage of integers and faster retrieval than the Elias codes [150]. Golomb codes are built under the basic assumption that the integers to be stored are distributed randomly. Coding of an integer \( k \) using Golomb code with respect to a parameter \( b \) is as follows. The code that is emitted is in two parts: first, the unary code of a quotient \( q \) is emitted, where \( q = [(k - 1)/b] + 1 \); second, a binary code is emitted for the remainder \( r \), where \( r = k - q \times b - 1 \), this code can require either \( \lceil \log_2 b \rceil \), or \( \lceil \log_2 b \rceil \) bits to be represented. The value for the parameter \( b \) should be estimated. In [151] has shown that if \( b \) satisfies \((1-p) b + (1-p) b+1 \leq 1 < (1-p) b + (1-p) b-1 \), then this method generates an optimal prefix free code for a geometric distribution. Rice coding is a variant of Golomb, where \( b \) can only assume values that are powers of two. In this way the remainder \( r \) will always require exactly \( \lceil \log_2 b \rceil \) bits to be stored.

Binary Interpolative encoding [105] exploits the so called Clustering property of word appearances. Basically, the clustering property states that word occurrences are not uniformly distributed across all the documents. Instead, they are clustered forming several runs of d-gaps equal to 1.

The Binary Interpolative method can be easily explained by means of a simple example. Let us assume we know the complete inverted file entry. For instance, let us consider the inverted list for the term \( t \) contained in seven different documents identified by the numerical values \( 3, 8, 9, 11, 12, 13, 17: \) \((t; 7; 3, 8, 9, 11, 12, 13, 17)\). The coding method recursively halves the range and calculates the lowest possible value and highest possible value for the number in the middle. So for the example above, we first look at the 4th number 11, then 8, which is the middle number in the left three documents, then 3, 9, then 13 (the middle number in the right three documents), and finally 12, 17. We use \((x; lo; hi)\) to denote that \( x \) lies in the interval \([lo; hi]\). Then for the example above, we can get the following sequence: \((11, 4, 17)\) since 11 is the 4th number among the seven documents, and there are twenty documents in total.

\((8, 2, 9); (3, 1, 7); (9, 9, 10); (13, 13, 19); (12, 12, 12).\)

Interpolative code, in general, can achieve the best compression ratio, but it requires a
longer decoding time than the other methods we have described.

5.1.2 Bytewise encoding.

In bytewise coding an integer is stored using a fixed and integral number of bytes. In its simplest form, the least seven bits of each byte are used to store the value of the integer, while the most significant bit is equal to zero if no additional blocks follow, otherwise it will be set to one. As an example see Figure 5.2.

Figure 5.2: Two examples of integer encoded following a variable-byte code.

As already mentioned in the introduction, data compression in general can improve the price/performance ratio of computing systems by allowing the storing of large data in the faster levels of the memory hierarchy [139].

To demonstrate this fact in the case of Inverted File Indices, in [126] the authors investigate the performance of different index compression schemes through experiments on large query sets and collections of Web Documents. Among the main results discussed in the paper, the authors demonstrate that they define surprising:

- For a 20 gigabyte collection, where the index is several times larger than the main memory, optimized bytewise schema more than halve the average query response time compared to the fastest bitwise approach. This is due to the fact that in byte-wise compression schema all the codewords are byte-aligned and thus retrieving a codeword doesn’t involve expensive shift-mask operations.

- For a small collection, where the uncompressed index fits in main memory, a byte-wise compressed index can still be processed faster than the uncompressed one.
Obviously the disadvantage of bytewise compressed indexes is that they are up to 30% larger than the bitwise compressed counterparts.

Shieh et al. [128] proposed a DocID reassignment algorithm adopting a Traveling Salesman Problem (TSP) heuristic. A similarity graph is built by considering each document of the collection as a vertex, and by inserting an edge between any pair of vertexes whose associated documents share at least one term. Moreover, edges are weighted by the number of terms shared by the two documents. The TSP heuristic algorithm is then used to find a cycle in the similarity graph having maximal weight and traversing each vertex exactly once. The suboptimal cycle found is finally broken at some point, and the DocIDs are reassigned to the documents according to the ordering established. The rationale is that since the cycle preferably traverses edges connecting documents sharing a lot of terms, if we assign close DocIDs to these documents, we should expect a reduction in the average value of $d$-gaps, and thus in the size of the compressed IF index. The experiments conducted demonstrated a good improvement in the compression ratio achieved. Unfortunately, this technique requires to store the whole graph in the main memory, and is too expensive to be used for real Web collections: the authors reported that reordering a collection of approximately 132,000 documents required about 23 hours and 2.17 GBytes of main memory.

Also Blelloch and Blandford [15] proposed an algorithm (hereinafter called B&B) that permutes the document identifiers in order to enhance the clustering property of posting lists. Starting from a previously built IF index, a similarity graph $G$ is considered where the vertexes correspond to documents, and the edges are weighted with the cosine similarity [21] measure between each pair of documents. The B&B algorithm recursively splits $G$ into smaller subgraphs $G_{l,i} = (V_{l,i}, E_{l,i})$ (where $l$ is the level, and $j$ is the position of the subgraph within the level), representing smaller subsets of the collection. Recursive splitting proceeds until all subgraphs become singleton. The DocIDs are then reassigned according to a depth-first visit of the resulting tree. The main drawback of this approach is its high cost both in time and space: similarly to [128] it requires to store the whole graph $G$ in the main memory. Moreover, the graph splitting operation is expensive, although the authors proposed some effective sampling heuristics aimed to reduce its cost. In [15] the results of experiments conducted with the TREC-8 ad hoc track collection are reported. The enhancement of the compression ratio obtained is significant, but execution times reported refer to tests conducted on a sub-collection of only 32,000 documents. The paper addresses relevant issues, but due to its cost, also the B&B algorithm seems unfeasible for real Web collections.

In our opinion, another drawback of the previous approaches is that they focus on reassigning DocIDs appearing in a previously built IF index. The innovative point of our work is a bunch of DocID assignment techniques according to which DocIDs are assigned on the fly, during (and not after) the inversion of the document collection. In order to compute efficiently and effectively a good assignment, a new model to represent the collection of documents is needed. We propose a model that allows the assignment algorithm to be placed into the typical spidering-indexing life cycle of a WSE. Our model, hereinafter called Transactional Model, is based on the popular bag-of-words model, but
it does not consider the *within-doc* frequency of the terms. In a previous work [132], we presented preliminary results relative to one of the algorithms discussed in this chapter. Here we extend and complete the work by proposing and comparing several scalable and space-effective algorithms that can be used to assign DocIDs while the spidered collection is being processed by the Indexer. This means that when the index is actually committed on the disk, the new DocID assignment has been already computed. Conversely, the other methods proposed so far require that the IF index has already been computed before.

### 5.2. The Assignment Problem

Let $D = \{d_1, d_2, \ldots, d_{|D|}\}$ be a set of $|D|$ textual documents. Moreover, let $T$ be the set of distinct terms $t_i, i = 1, \ldots, |T|$, present in $D$. Let $G$ be a bipartite graph $G = (V, E)$, where the set of vertexes $V = T \cup D$ and the set of edges $E$ contains arcs of the form $(t, d)$, $t \in T$ and $d \in D$. An arc $(t, d)$ appears in $E$ if and only if term $t$ is contained in document $d$.

**Definition 1.** A document assignment for a collection of documents $D$ is defined as a bijective function $\pi$:

$$\pi : D \rightarrow \{1, \ldots, |D|\}$$

that maps each document $d_i$ into a distinct integer identifier $\pi(d_i)$.

**Definition 2.** Let $l^\pi_i$ be the posting list associated with a term $t_i$. This list refers to both the set of vertexes $d_j \in D$ making up the neighborhood of vertex $t_i \in T$, and a given assignment function $\pi$:

$$l^\pi_i = \{\pi(d_j) | (t_i, d_j) \in E\} \quad i = 1..|T|$$

The posting list is ordered. More formally, if $l^\pi_{i,u}$ and $l^\pi_{i,v}$ are respectively the $u$-th and $v$-th elements of $l^\pi_i$, then $l^\pi_{i,u} < l^\pi_{i,v}$, iff $u < v$.

The compression methods commonly used to encode the various posting lists $l^\pi_i$ exploit a *dgap*-based representation of lists. Before encoding $l^\pi_i$, the list is thus transformed into a list of dgaps of the form $(l^\pi_{i,k} + 1 - l^\pi_{i,k})$, i.e., gaps between successive document identifiers. Let $\overline{l}^\pi_i$ be the dgap-based representation of $l^\pi_i$.

**Definition 3.** Let $L^\pi$ be the set of all $\overline{l}^\pi_i$, $i = 1..|T|$ making up an IF index. We can define the size of the IF index encoded with $m$ as:

$$\text{PSize}^m_{L^\pi} = \sum_{i=1,\ldots,|T|} \text{Encode}_m\left(\overline{l}^\pi_i\right)$$

where $\text{Encode}_m$ is a function that returns the number of bits required to encode the list $\overline{l}^\pi_i$.

**Definition 4.** The document assignment problem is an optimization problem, which aims to find the assignment $\pi$ that yields the most compressible IF index with a given method $m$:

$$\min_{\pi} \text{PSize}^m_{L^\pi}$$
5. INDEX COMPRESSION ISSUES

<table>
<thead>
<tr>
<th>No. of documents</th>
<th>Bits per Postings</th>
<th>Gain(%)</th>
<th>Assignment time in seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random</td>
<td>B&amp;B</td>
<td></td>
</tr>
<tr>
<td>81,875</td>
<td>6.53 9.67</td>
<td>5.31 9.17</td>
<td>18.68 5.17</td>
</tr>
<tr>
<td>163,822</td>
<td>6.56 9.70</td>
<td>5.26 9.24</td>
<td>19.82 4.74</td>
</tr>
<tr>
<td>323,128</td>
<td>6.58 9.71</td>
<td>5.18 9.20</td>
<td>21.28 5.25</td>
</tr>
<tr>
<td>490,351</td>
<td>6.60 9.72</td>
<td>5.11 9.13</td>
<td>22.58 6.07</td>
</tr>
<tr>
<td>654,535</td>
<td>6.61 9.73</td>
<td>5.08 9.14</td>
<td>23.15 6.06</td>
</tr>
</tbody>
</table>

Table 5.1: The results obtained on the Google Collection by the B&B algorithm. The results are expressed as bit per posting after the encoding phase. Interp. coding is the Binary Interpolative coding, while Var. Byte is the Variable Byte technique.

The above definition is very informal, since the optimality of an assignment also depends on the specific encoding method. However, we can observe that a practical simple measure of compressibility is the value of the average gap appearing in the various lists. When we reduce the average gap, the resulting IF results smaller almost independently from the encoding method actually adopted.

5.2.1 The B&B Algorithm

To complete the description of the background works of this chapter, we are going to explain and discuss some tests performed on the original implementation of the B&B algorithm².

Actually, this version is the one submitted to the past Google Programming Contest. Since, the tools and configuration files are all tailored over the Google Contest Document Collection (hereinafter Google Collection), all the results presented here will refere to this collection.

As stated above the B&B algorithm needs a sort of preprocessing step to build the Reduced Assignment Graph G. This required a running of a Sort Based inversion algorithm on the collection of documents. This initial step produces a file containing G.

The results of the tests conducted are in table 5.1. They represent the number of bits required to store each postings in the IF lists. Further, to evaluate the scalability of the method we varied also the collection size. We performed the tests on collections with a number of documents ranging from about 82,000 documents to about 654,000 distinct documents.

From these results several observations could be pointed out. The first regard the effectiveness of B&B in producing gains in compression-ratio of the Binary Interpolative Coding. In this case, B&B obtain enhancements up to 23.15% with respect to the case in which the docIDs have been assigned randomly. Another interesting property of the B&B

²The tests have been performed using the experimental setup described in section 5.5. We thank Blelloch and Blandford for kindly providing us the source code of their implementation.
algorithm is that the larger the collection the greater the gain in effectiveness. This fact was also pointed out in the paper by Blelloch [15] but the reordering time for a collection of about 565,000 documents is quite high. Note that the times reported in the table above do not consider the time spent in building the IF structure used by the algorithm itself.

We also empirically evaluated the memory required by the reordering process and we found that for the largest collection more than 1.6GB of main memory were used. Nevertheless, the main drawback of the B&B approach is that it does not provide a method to assign the identifiers to the documents while they arrive to the indexer but it must rely on an already built IF index structure and then reorder its posting lists.

Further, the data model exploited by this algorithm requires the rebuilding of a new IF-like structure at each iteration.

We also tested the scalability of B&B with the number of documents to reorder. To do so we measured the completion time when varying the number of documents to rearrange. Figure 5.3 shows the results of these tests. As it can be seen, the plotted curve follows a \( n \log(n) \) trend, where \( n \) is the number of documents. To assess our observation we then evaluated the theoretical upper bound of the complexity of the B&B algorithm.

We already pointed out the main steps of the algorithm that are:

1. Sampling the graph.
2. Bisecting the graph.
3. Assigning the unsampled documents to the best cluster found.
4. Reapplying the algorithm on the two found partition.
5. Choosing the best order of the two partition.

For our analysis purposes let’s assume that after the first sampling step we have a scaled down terms-documents bipartite graph \( \tilde{G} = (\tilde{V}, \tilde{E}) \) with \( |\tilde{V}| = N_{\rho,\tau} \), where \( N_{\rho,\tau} \) is the number of documents remained after this initial step. Moreover let \( T_{\text{Metis}}(N_{\rho,\tau}) \) be the time spent by the Metis [85] algorithm to compute a two-way splitting of the graph \( G \). By simply summing the cost of each of the B&B algorithm we obtain the following recurrence formula for its complexity:

\[
T(N) = T_{\text{Metis}}(N_{\rho,\tau}) + 2 \cdot N_{\rho,\tau} + 2 \cdot (N - N_{\rho,\tau}) + 2 \cdot T\left(\frac{N}{2}\right) = \\
= T_{\text{Metis}}(N_{\rho,\tau}) + 2 \cdot N_{\rho,\tau} + 2 \cdot N - 2 \cdot N_{\rho,\tau} + 2 \cdot T\left(\frac{N}{2}\right) = \\
= T_{\text{Metis}}(N_{\rho,\tau}) + 2 \cdot N + 2 \cdot T\left(\frac{N}{2}\right) > \\
> 2 \cdot N + 2 \cdot T\left(\frac{N}{2}\right) = \\
= N \cdot \log(N)
\]

for this reason the complexity of the B&B algorithm is \( \Omega(N \cdot \log(N)) \).
5. INDEX COMPRESSION ISSUES

Just for the sake of completeness we must say that the actual B&B algorithm complexity is higher and this is mainly due to two reasons. First B&B needs an IF to be built in order to start its computations. Then it needs to load the entire IF into main memory before starting the actual reordering phase.

To conclude, the B&B algorithm is very good for computing an optimal reordering of the document identifiers in order to reduce the space occupancy of a compressed IF but, to do so, it must first build a sort of Inverted List Index before starting. This step should be avoided in real WEB Search Engine Systems.

The observations made above may bring us to consider the problem from another point of view. In fact we would not start from an already built IF. Instead, we would like to assign identifiers to documents as they arrive to the indexers.

5.3 Collection Model

Differently from the approaches proposed so far, our algorithms adopt a collection model which does not assume the existence of a previously built IF index. All the algorithms take in input a transactional representation of the documents belonging to the collection. Each document \( d_i \in \mathcal{D} \) is represented by the set \( \tilde{d}_i \subseteq T \) of all the terms that the document contains. We denote the collection of documents in its transactional form with \( \mathcal{D} = \{ \tilde{d}_1, \tilde{d}_2, \ldots, \tilde{d}_{|\mathcal{D}|} \} \). Basically, the transactional representation is very similar to the more popular bag-of-words one, but it does not consider the frequency of occurrences of the word within the documents (i.e. the within-doc frequency).

The transactional representation is actually stored by using a sort of digest scheme for each term. That is, for each \( \tilde{d}_i \) we store a list of integers obtained from the digest of the...
terms contained within. In our case, for each term we proceed as follows: we compute the MD5 digest \([1]\) and pick the first four bytes of the computed digest. Since the MD5 features a very low collision rate for arbitrary long texts, it is very likely that it remains true even considering just the first four bytes of the digest. To support our claim, we tested this digest scheme on the terms contained in the Google collection. We measured a collision ratio of \(0.0006083\), i.e. roughly a collision every thousand distinct terms.

Finally, we used the \textit{Jaccard} measure \([59]\) to evaluate document similarity. The Jaccard measure is a well known metric used in cluster analysis to estimate the similarity between two generic objects described by the presence or absence of attributes. It counts the number of attributes common to both objects, and divides this number by the number of attributes owned by at least one of them. More formally, the \textit{Jaccard} measure used to measure the similarity between two distinct documents \(\tilde{d}_i\) and \(\tilde{d}_j\) of \(\tilde{D}\) is given by:

\[
jaccard\ measure(\tilde{d}_i, \tilde{d}_j) = \frac{|\tilde{d}_i \cap \tilde{d}_j|}{|\tilde{d}_i \cup \tilde{d}_j|}
\]

\section{5.4 Our Algorithms}

From a first analysis of the problem we could devise two different assignment schemes:

- \textit{top-down assignment}: we start from the collection as a whole, and we recursively partition it by assigning, at each level, similar documents to the same partition. At the end of this partitioning phase a merging phase is performed until a single and ordered group of documents is obtained. The assignment function \(\pi\) is then deduced by the ordering of this last single group. This is the approach also followed by \textit{B&B}. Within this scheme we propose two different algorithms which will be discussed in the following: \textit{TRANSACTIONAL B&B} and \textit{Bisecting};

- \textit{bottom-up assignment}: we start from a flat set of documents and extract from this set disjoint sequences containing similar documents. Inside each sequence the documents are ordered, while we do not make any assumption on the precedence relation among documents belonging to different sequences. The assignment function \(\pi\) in this case is deduced by first considering an arbitrary ordering of the produced sequences and then the internal ordering of the sequences themselves. In our case to order the produced sequences we simply consider the same order in which the sequences are produced by the algorithms themselves. Within this approach we propose two different algorithms: single-pass \textit{k-means} and \textit{k-scan}.

\subsection{5.4.1 Top-down assignment}

In the top-down scheme we start from the set \(\tilde{D}\). The general scheme of our top-down algorithms is the following (see Algorithm 1):
1. **center selection** (steps 3-5 of algorithm 1): according to some heuristic $H$, we select two (groups of) documents from $\tilde{D}$ which will be used as partition representatives during the next step;

2. **redistribution** (steps 6-18): according to their similarity to the centers, we assign each unselected document to one of the two partitions $\tilde{D}'$ and $\tilde{D}''$. Actually, we adopt a simple heuristic which consists in assigning exactly $\frac{|\tilde{D}|}{2}$ documents to each partition in order to equally split the computational workload among the two partitions;

3. **recursion** (steps 19-20): we recursively call the algorithm on the two resulting partitions until each partition becomes a singleton;

4. **merging** (steps 21-25): the two partitions built at each recursive call are merged (operator $\oplus$) bottom-up thus establishing an ordering ($\preceq$) between them. The precedence relation $\preceq$ is obtained by comparing the borders of the partitions to merge ($\tilde{D}'$ and $\tilde{D}''$) and, according to the distance measure adopted, we put $\tilde{D}'$ before $\tilde{D}''$ if the similarity between the last document(s) of $\tilde{D}'$ and the first document(s) of $\tilde{D}''$ is greater than the similarity computed by swapping the two partitions.

It is also possible to devise a general cost scheme for such top-down algorithms.

**Claim 1.** Let $\tilde{D}$ be a collection of documents. The cost of our top-down assignment algorithms is

$$T\left(|\tilde{D}|\right) = O\left(|\tilde{D}| \log \left(|\tilde{D}|\right)\right)$$

**Proof.** Let $\sigma$ be the cost of computing the Jaccard distance between two documents, and $\tau$ the cost of comparing two Jaccard measures. Computing the Jaccard similarity mainly consists in performing the intersection of two sets, while comparing the similarity of two document only requires to compare two floats. We thus have that $\sigma \gg \tau$. Furthermore, let $C_H$ be the cost of the heuristic $H$ used to select the initial centers, and $C_S$ be the cost of the merging step.

At each iteration, the top-down algorithm computes the initial centers. Then it computes at most $|\tilde{D}| - 2$ Jaccard distances in order to assign each document to the right partition. The total cost of this phase at each iteration is thus bounded by: $\sigma \left(|\tilde{D}| - 2\right) + C_H$.

At the end of the center selection and distribution phases, the top-down algorithm proceeds by calling recursively itself on the two equally sized sub-partitions obtained so far (recursion step) and then proceeds to order and merge the two partitions obtained (merging step).

The total cost of the algorithm is thus given by the following recursive equation:

$$T\left(|\tilde{D}|\right) = C_H + \sigma \left(|\tilde{D}| - 2\right) + 2T\left(\frac{|\tilde{D}|}{2}\right) + C_S$$  \hspace{1cm} (5.1)
Algorithm 1 \(TDAssign(\widetilde{D}, H)\): the generic top-down assignment algorithm.

1: Input:
   • The set \(\widetilde{D}\).
   • The function \(H\) used to select the initial documents to form the centers of mass of the partitions.

2: Output:
   • An ordered list representing an assignment function \(\pi\) for \(\widetilde{D}\).

3: \((\widetilde{D'}, \widetilde{D''}) = H(\widetilde{D})\);
4: \(c_1 = \text{center_of_mass}(\widetilde{D'})\);
5: \(c_2 = \text{center_of_mass}(\widetilde{D''})\);
6: for all not previously selected \(d \in \widetilde{D} \setminus (\widetilde{D'} \cup \widetilde{D''})\) do
7: if \(|\widetilde{D'}| \geq \frac{|\widetilde{D}|}{2}\) \(\vee\) \(|\widetilde{D''}| \geq \frac{|\widetilde{D}|}{2}\) then
8: Assign \(d\) to the smallest partition;
9: else
10: \(\text{dist}_1 = \text{distance}(c_1, d)\);
11: \(\text{dist}_2 = \text{distance}(c_2, d)\);
12: if \(\text{dist}_1 < \text{dist}_2\) then
13: \(\widetilde{D'} = \widetilde{D'} \cup \{d\}\);
14: else
15: \(\widetilde{D''} = \widetilde{D''} \cup \{d\}\);
16: end if
17: end if
18: end for
19: \(\widetilde{D'}_\text{ord} = TDAssign(\widetilde{D'}, H)\);
20: \(\widetilde{D''}_\text{ord} = TDAssign(\widetilde{D''}, H)\);
21: if \(\widetilde{D'}_\text{ord} \leq \widetilde{D''}_\text{ord}\) then
22: \(\widetilde{D}_\text{ord} = \widetilde{D'}_\text{ord} \oplus \widetilde{D''}_\text{ord}\)
23: else
24: \(\widetilde{D}_\text{ord} = \widetilde{D''}_\text{ord} \oplus \widetilde{D'}_\text{ord}\)
25: end if
26: return \(\widetilde{D}_\text{ord}\).

This equation corresponds to the well known:

\[
T \left(|\widetilde{D}|\right) = O \left(|\widetilde{D}| \log \left(|\widetilde{D}|\right)\right)
\]

Furthermore, we can compute the space occupied by the top-down assignment algorithm.

Claim 2. The space occupied by our top-down assignment algorithm is given by

\[
S \left(|\widetilde{D}|\right) = O \left(|\widetilde{D}| \log \left(|\widetilde{D}|\right)\right)
\]
5. INDEX COMPRESSION ISSUES

Proof. Since we need to keep, at each level, a bit indicating the assigned partition, we need in total $S_{rec}(\tilde{|D|}) = |\tilde{D}| + S_{rec}(\frac{|\tilde{D}|}{2}) = O\left( |\tilde{D}| \log |\tilde{D}| \right)$ bits to store the partition assignment map. In practice $S_{rec}(\tilde{|D|})$ defines the total space occupied by the partitions $D'$ and $D''$ at all levels.

Now, let $|\overline{S}|$ be the average length of a document. The total space of the algorithm is thus given by:

$$S\left(\tilde{|D|}\right) = |\overline{S}|\tilde{|D|} + \text{documents} + 2S_{rec}(\tilde{|D|}) \text{ space for } D' \text{ and } D''$$

We can get rid of the linear term thus obtaining:

$$S\left(\tilde{|D|}\right) = O\left( \tilde{|D|} \log \left( |\tilde{D}| \right) \right) \quad (5.2)$$

As for the time, also the space complexity of the algorithm is super-linear in the number of documents processed. In practice, anyway, this is not a correct assertion. In fact the linear term dominates the $n \log n$ one until $4 \cdot \log n \leq 1000$. The last value for which the inequality holds is given by $\log n \leq 250 \Leftrightarrow n \leq 2^{250}$. Obviously the size of the whole Web is considerably smaller then $2^{250}$ documents!

We designed two different top-down algorithms: TRANSACTIONAL B&B and Bisecting.

TRANSACTIONAL B&B

The TRANSACTIONAL B&B algorithm is basically a porting under our model of the algorithm described in [15]. We briefly recall how the original B&B algorithm works. It starts by computing a sampled similarity graph: it chooses a document out of $|\tilde{D}|^\rho$ ($\rho$ is the document sampling factor $0 < \rho < 1$) only considering terms appearing in less than $\tau$ documents. After this reduced similarity graph has been built, it applies the Metis graph partitioning algorithm [85], which splits the graph in two equally sized partitions. The algorithm then proceeds with the redistribution, recursion, and merging steps of the generic top-down algorithm. However, since in our model we do not have an IF index previously built over the document collection, we cannot know which terms appear in less than $\tau$ documents, and thus we did not introduce sampling over the maximum term frequency as in the original implementation.

In TRANSACTIONAL B&B the cost $C_H$ at each iteration is thus given by the cost of picking up a subset of documents with a sampling factor equal to $\rho$, plus the cost of building the distance graph over this subset and computing the Metis algorithm over this graph.
5.4. OUR ALGORITHMS

**Bisecting**

The second algorithm we propose is called Bisecting. In this algorithm we adopt a center selection step which simply consists of uniformly choosing two random documents as centers. The cost of the centers selection step is thus reduced considerably. The algorithm is based on the simple observation that, since in TRANSACTIONAL B&B the cost $C_H$ may be high, the only way to reduce it is to choose a low sampling parameter $\rho$, thus selecting at each iteration a very small number of documents as centers of the partitions. Thus we thought to just get rid of the first three phases, i.e. sampling, graph building, and Metis steps.

5.4.2 Bottom-up assignment

These algorithms consider each document of the collection separately, and proceed by progressively grouping together similar documents. Our bottom-up algorithms thus produce a set of non-overlapping sequences of documents.

The two different assignment algorithms presented here are both inspired by the popular k-means clustering algorithm [26]:

- a single-pass k-means algorithm;
- $k$-scan which is based on a centroid search algorithm which adapts itself to the characteristics of the processed collection.

**Single-pass k-means**

$k$-means [26], is a popular iterative clustering techniques which defines a Centroid Voronoi Tessellation of the input space. The $k$-means algorithm works as follows. It initially chooses $k$ documents as cluster representatives, and assigns the remaining $|\tilde{D}| - k$ documents to one of these clusters according to a given similarity metric. New centroids for the $k$ clusters are then recomputed, and all the documents are reassigned according to their similarity with the new $k$ centroids. The algorithm iterates until the position of the $k$ centroids become stable. The main strength of this algorithm is the $O\left(\frac{|\tilde{D}|}{k}\right)$ space occupancy. On the other hand, computing the new centroids is expensive for large values of $|\tilde{D}|$, and the number of iterations required to converge may be high. The single-pass $k$-means consists of just the first pass of this algorithm where the $k$ centers are chosen using the technique described in [42]: Buckshot. We will not describe here the Buckshot technique, the only thing to keep into account is that the complexity of this step do not influence the theoretical linear performance of $k$-means which remains $O\left(\frac{k|\tilde{D}|}{k}\right)$. Since the $k$-means algorithm does not produce ordered sequences but just clusters, the internal order of each cluster is given by the insertion order of documents into each cluster.
**k-scan**

The other bottom-up algorithm developed is *k*-scan. It resembles to the *k*-means one. It is, indeed, a simplified version requiring only *k* steps. At each step *i*, the algorithm selects a document among those not yet assigned and uses it as centroid for the *i*-th cluster. Then, it chooses among the unassigned documents the \(|\tilde{D}| - 1\) ones most similar to the current centroid and assign them to the *i*-th cluster. The time and space complexity is the same as the single-pass *k*-means one and produces sets of ordered sequences of documents. Such ordering is exploited to assign consecutive DocIDs to consecutive documents belonging to the same sequence. The *k*-scan algorithm is outlined in Algorithm 2. It takes as input parameters the set \(\tilde{D}\), and the number *k* of sequences to create. It outputs the ordered list of all the members of the *k* clusters. This list univocally defines \(\pi\), an assignment of \(\tilde{D}\) minimizing the average value of the *d*-gaps.

**Algorithm 2** The *k*-scan assignment algorithm.

```
1: Input:
    • The set \(\tilde{D}\).
    • The number *k* of sequences to create.

2: Output: *k* ordered sequences representing an assignment \(\pi\) of \(\tilde{D}\).

3: sort \(\tilde{D}\) by descending lengths of its members;
4: \(c_i = \emptyset\) \(i = 1, \ldots, k\);
5: for \(i = 1, \ldots, k\) do
6:     \(\text{current\_center} = \text{longest\_member}\left(\tilde{D}\right)\)
7:     \(\tilde{D} = \tilde{D} \setminus \text{current\_center}\)
8:     for all \(\tilde{d}_j \in \tilde{D}\) do
9:         \(\text{sim}[j] = \text{compute\_jaccard}\left(\text{current\_center}, \tilde{d}_j\right)\)
10:     end for
11:     \(M = \text{select\_members}\left(\text{sim}\right)\)
12:     \(c_i = c_i \oplus M\)
13:     \(\tilde{D} = \tilde{D} \setminus M\)
14:     \(c_i = c_i \oplus \text{current\_center}\)
15: end for
16: \(\text{dump}\left(c_i\right)\)
17: return \(\bigoplus_{i=1}^{k} c_i\);
```

The algorithm performs *k* scans of \(\tilde{D}\). At each scan *i*, it chooses the longest document not yet assigned to a cluster as current center of cluster \(c_i\), and computes the distances between it and each of the remaining unassigned documents. Once all the similarities have been computed, the algorithm selects the \(\left(\frac{|\tilde{D}|}{k}\right) - 1\) documents most similar to the current center by means of the procedure reported in Algorithm 3, and put them in \(c_i\). It is worth noting that when two documents result to have the same similarity, the longest one is selected. In fact, since the first DocID of each posting list has to be coded as it is, assigning smaller identifiers to documents containing a lot of distinct terms, maximizes
Algorithm 3 The select\_members procedure.

1: Input:
   - An array sim: sim \([j]\) contains the similarity between current\_center and S\(_j\).

2: Output:
   - The set of the \(\frac{|\hat{D}|}{k} - 1\) documents more similar to current\_center.

3: Initialize a min\_heap of size \(\frac{|\hat{D}|}{k} - 1\)

4: for \(i = 1, \ldots, |\hat{D}|\) do
   5:   if \((\text{sim} \ [i] > \text{sim}(\text{heap\_root()}))\) OR \((\text{sim} \ [i] = \text{sim}(\text{heap\_root()}))\) AND \((\text{length} (i) > \text{length} (\text{heap\_root()})))\) then
   6:     heap\_insert(i)
   7:   end if
   8: end for

9: \(M = \emptyset\)

10: for \(i = 1, \ldots, \left(\frac{|\hat{D}|}{k} - 1\right)\) do
   11:   \(M = M \oplus \text{heap\_extract()}\)
   12: end for

13: return \(M\)

the number of posting lists starting with small DocIDs.

The complexity of \(k\)-scan in terms of number of distance computation and in space occupied is given by the following two claims.

**Claim 3.** The complexity of the \(k\)-scan algorithm is:

\[ T(|\hat{D}|, k) = O \left( \frac{|\hat{D}|}{k} \right) \]

**Proof.** Since we are focusing on the number of distance computations, the initial ordering step (at point 3) of Algorithm 2 should not be considered when computing the complexity of the algorithm. Let \(\sigma\) be the cost of computing the Jaccard similarity between two documents, and \(\tau\) the cost of comparing two Jaccard measures. Computing the Jaccard similarity mainly requires to intersect two sets, while comparing two similarity measures only requires to compare two floats. We thus have that \(\sigma \gg \tau\).

At each iteration, \(k\)-scan computes \(|\hat{D}| - i\frac{|\hat{D}|}{k}\) Jaccard measures. The total cost of this phase at each iteration \(i\) is thus:

\[ \sigma \left( |\hat{D}| - i\frac{|\hat{D}|}{k} \right) \]

Once all the entries in the vector of similarities \(\text{sim}\) have been computed, \(k\)-scan calls the select\_members procedure which performs \(|\hat{D}| - i\frac{|\hat{D}|}{k}\) insertions into a heap of size \(\frac{|\hat{D}|}{k} - 1\). Since an insertion is actually performed only if the element in the root of the heap is smaller than the element to be inserted, we should scale down the cost by a factor.
\( \tau' \ll 1 \). The total time spent in \textit{select members} is thus:

\[
\omega \left( \frac{|\tilde{D}|}{k} - i \frac{|\tilde{D}|}{k} \right) \cdot \log \left( \frac{|\tilde{D}|}{k} - 1 \right)
\]

\( \omega = \tau \cdot \tau' \).

The total time spent by the algorithm is thus given by:

\[
T(|\tilde{D}|, k) = \sum_{i=0}^{k-1} T'
\]

where

\[
T' = \sigma \left( |\tilde{D}| - i \frac{|\tilde{D}|}{k} \right) + \omega \left( |\tilde{D}| - i \frac{|\tilde{D}|}{k} \right) \log \left( \frac{|\tilde{D}|}{k} - 1 \right)
\]

Since \( \sigma \gg \tau \gg \omega \) we have that:

\[
T(|\tilde{D}|, k) \approx \sum_{i=0}^{k-1} \sigma \left( |\tilde{D}| - i \frac{|\tilde{D}|}{k} \right) = \sigma |\tilde{D}| \left( \frac{k+1}{2} \right) = O \left( |\tilde{D}|k \right)
\]

\[\square\]

**Claim 4.** The space occupied by the \( k \)-scan algorithm is:

\[
S \left( |\tilde{D}|, k \right) = O \left( |\tilde{D}| \right)
\]

**Proof.** Let \( |S| \) be the average length of a document. The \( k \)-scan algorithm thus uses \( |S||\tilde{D}| \) words for storing the documents, \( 8|\tilde{D}| \) for the array of similarities and \( 4 \frac{|\tilde{D}|}{k} \) for the heap data structure used by Algorithm 3.

The total space is thus given by

\[
S \left( |\tilde{D}|, k \right) = |S||\tilde{D}| + 8|\tilde{D}| + 4 \frac{|\tilde{D}|}{k} = O \left( |\tilde{D}| \right)
\]

\[\square\]

### 5.5 Experimental Setup

To assess the performance of our algorithms we tested them on a real collection of Web documents, the publicly available Google Programming Contest collection.\(^3\) The main characteristics of this collection are:

\(^3\)http://www.google.com/programming_contest
• it contains about 916,000 documents coming from real web sites;
• it is monolingual;
• the number of distinct terms is about 1,435,000.

On the considered collection we performed a preprocessing step consisting in the transformation of the documents considered in the *transactional* model.

For each method proposed we evaluated: the completion time, the space occupied, and the compression ratios achieved after the assignment. The effectiveness gains resulting by adopting Binary Interpolative [105], Gamma [151] and Variable Byte [126] encoding methods were evaluated. We ran our tests on a Xeon 2GHz PC equipped with 1GB of main memory, and an Ultra-ATA 60GB disk. The operating system was Linux.

## 5.6 Comparisons

In Figure 5.4 the performance in terms of completion time (a), and space consumed (b) are shown. All the time reported are the actual times taken by all the algorithms to finish their operations and do not include I/O.

From Figure 5.4.(a) we can draw several important conclusions. First of all, the execution time of the original *B&B* algorithm is remarkably higher than the time spent by all our algorithms. In particular, on the whole Google contest collection (i.e. about 916,000 documents) the *B&B* algorithm ran out of memory before finishing its operations. Please note that the values plotted in the curve of the original *B&B* do not consider the time spent in preliminarly computing the input IF index. If we look at the curve related to the original implementation of the *B&B* algorithm we can observe an $n \log n$ behavior that is typical of top-down approaches described above. Looking at the curves of our algorithms,
it is evident that the single-pass \( k \)-means algorithm is the one that takes the highest time to compute the assignment. On the other hand, the others transactional techniques have relatively low completion times. In particular the \( k \)-scan algorithm sensibly outperforms the others. Obviously, the linear behavior exhibited by this algorithm evidentiates that on large collections \( k \)-scan will remarkably outperforms the others which instead show a \( n \log n \) trend.

Figure 5.4.(b) shows the space occupancy of our algorithms. Since the tests with the original \( B&B \) algorithm were performed by using the implementation kindly provided to us by the authors, we were not able to measure directly the space occupied by this algorithm. However the algorithm is memory consuming and, as said above, on the whole Google contest collection it ran out of memory. Obviously, also in our case we cannot fit completely in memory large collections. In those cases we can split the collections in several partitions and then proceed to reorder each partition separately. The curves plotted in Figure 5.4.(b) show that, as expected, \textsc{Transactional} \( B&B \) and \textsc{Bisecting} use the same amount of memory and exhibit a linear scale-up trend. This last fact follows directly from the observations made in Section 5.4 about the space complexity of the top-down approaches. Anyway, the space occupied by all our algorithms appears to grow linearly with respect to the collection size.

The DocIDs of four collections of different size, with up to 916,000 documents, were assigned by exploiting the various algorithms. For each assignment we measured the compression performance. Table 5.2 reports the average number of bits required to represent each posting of the IF obtained after the DocID assignment with three popular encoding methods: \textit{Interpolative}, \textit{Gamma}, and \textit{Variable Byte}. In all the cases we can observe a reduction in the average number of bits used with respect to a random DocID assignment, i.e., the baseline for comparisons reported in the first block of rows of the table. We can see that the original implementation of the \( B&B \) algorithm outperforms our algorithms. The gain in the compression performance of \( B&B \) is, in almost all the cases, about 10\% which corresponds to \( \sim 0.5 \) bits saved for each posting. However, our methods spend remarkably less time than the \( B&B \) one. We can also observe that our methods are similar in terms of compression gain. For the largest collection the performance obtained is approximately the same for all the encoding methods and for all the assignment algorithms implemented. Moreover, we can note that the \textsc{Transactional} \( B&B \) algorithm obtains worse results than the original \( B&B \) algorithm. We think that this may depend on the term sampling which cannot be exploited by our \textsc{Transactional} \( B&B \). (see Section 5.4). The higher gains in compression performance were obtained by using the Gamma algorithm. This is a very important result since a method which is very similar to Gamma was recently presented in [6]. This method is characterized by a very good compression performance and a relatively low decoding overhead, in some cases lower than those of the \textit{Variable Byte} method. The results on the Gamma algorithm are thus very important to validate our approaches.
<table>
<thead>
<tr>
<th>Assignment Algorithm</th>
<th>Collection Size</th>
<th>Bits per Postings</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Interpolative</td>
<td>Gamma</td>
<td>Var Byte</td>
<td></td>
</tr>
<tr>
<td>Random assignment</td>
<td>81,875</td>
<td>6.52</td>
<td>8.96</td>
<td>9.67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>323,128</td>
<td>6.59</td>
<td>9.05</td>
<td>9.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>654,535</td>
<td>6.61</td>
<td>9.08</td>
<td>9.73</td>
<td></td>
</tr>
<tr>
<td></td>
<td>916,429</td>
<td>6.61</td>
<td>9.10</td>
<td>9.72</td>
<td></td>
</tr>
<tr>
<td>B&amp;B</td>
<td>81,875</td>
<td>5.31</td>
<td>6.71</td>
<td>9.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>323,128</td>
<td>5.18</td>
<td>6.58</td>
<td>9.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>654,535</td>
<td>5.08</td>
<td>6.40</td>
<td>9.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>916,429</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>TRANSACTIONAL B&amp;B</td>
<td>81,875</td>
<td>5.56</td>
<td>7.20</td>
<td>9.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>323,128</td>
<td>5.46</td>
<td>7.11</td>
<td>9.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>654,535</td>
<td>5.54</td>
<td>7.19</td>
<td>9.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>916,429</td>
<td>6.04</td>
<td>8.04</td>
<td>9.52</td>
<td></td>
</tr>
<tr>
<td>Bisecting</td>
<td>81,875</td>
<td>5.66</td>
<td>7.60</td>
<td>9.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>323,128</td>
<td>5.62</td>
<td>7.53</td>
<td>9.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>654,535</td>
<td>5.71</td>
<td>7.66</td>
<td>9.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>916,429</td>
<td>6.10</td>
<td>8.23</td>
<td>9.52</td>
<td></td>
</tr>
<tr>
<td>single-pass k-means</td>
<td>81,875</td>
<td>5.60</td>
<td>7.27</td>
<td>9.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>323,128</td>
<td>5.64</td>
<td>7.34</td>
<td>9.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>654,535</td>
<td>5.67</td>
<td>7.44</td>
<td>9.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>916,429</td>
<td>6.10</td>
<td>8.11</td>
<td>9.51</td>
<td></td>
</tr>
<tr>
<td>k-scan</td>
<td>81,875</td>
<td>5.53</td>
<td>7.25</td>
<td>9.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>323,128</td>
<td>5.56</td>
<td>7.36</td>
<td>9.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>654,535</td>
<td>5.66</td>
<td>7.54</td>
<td>9.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>916,429</td>
<td>6.10</td>
<td>8.11</td>
<td>9.51</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Performance, as average number of bits used to represent each posting, as a function of the assignment algorithm used, of the collection size (no. of documents), and of the encoding algorithm adopted. The row labeled “Random assignment” reports the performance of the various encoding algorithms when DocIDs are randomly assigned.
5.7 Summary

In this chapter we presented an analysis of several efficient algorithms for computing approximations of the optimal DocID assignment for a collection of textual documents. We have proved that our algorithms are a viable way to enhance the compressibility (up to 21\%) of IF indexes.

The algorithms proposed operate following two opposite strategies: a top-down approach and a bottom-up approach. The first group includes the algorithms that recursively split the collection in a way that minimizes the distance of lexicographically closed documents. The second group contains algorithms which compute an effective reordering employing linear space and time complexities. Although our algorithms obtain gains in compression ratios which are slightly worse than those obtained by the B&B algorithm, their performance in terms of space and time are instead remarkably higher. Moreover, an appealing feature of our approach is the possibility of performing the assignment step on the fly, during the indexing process. As future work we plan to test the performance of our algorithms on some recently proposed encoding methods. In particular we would like to evaluate the method described in [6] for which we should be able to obtain good results. Furthermore, we want to investigate possible adaptations of the algorithms proposed to collections which change dynamically in the time.
Conclusions

The design and implementation, as well the analysis, of efficient, and effective Web Search Engines (WSEs), are becoming more and more important as the size of the Web has continually kept growing. Furthermore, the development of systems for Web Information Retrieval represents a very challenging task whose complexity imposes the knowledge of several concepts coming from many different areas: databases, parallel computing, artificial intelligence, statistics, etc.

In this thesis three important issues related to WSEs’ technology have been investigated.

We presented a novel caching policy for the results produced by a WSE. We called this novel caching schema SDC (i.e. Static and Dynamic Caching). The schema proposed considers both the recency, and the frequency of the occurrences of queries arriving at a WSE. We experimentally compared SDC against all the most popular policies. We used, for our tests, three different query logs coming from three real world WSE: Excite, Tiscali, Altavista. In all the cases, SDC outperforms the other policies, at the same cost (or even lower) of a LRU/SLRU scheme. This last characteristics, indeed, is very important since many other policies enhance the LRU/SLRU schemes but, usually, need a logarithmic time complexity with respect to the size of the cache managed. Furthermore, SDC can be effectively adopted in a concurrent environment where, to enhance the throughput of the system, multiple clients access the cache at the same time. In this kind of scenario SDC fits very well since the accesses in the Static Set does not require mutex semaphores.

We presented indexing with the proposal of a novel software architecture exploiting the parallelism among the phases of the indexing process. We have discussed the design of WINGS, a parallel indexer for Web contents that produces local inverted indexes, the most commonly adopted organization for the index of a large-scale parallel/distributed WSE. WINGS exploits two different levels of parallelism. Data parallelism, due to the possibility of independently building separate inverted indexes from disjoint document partitions. This is possible because WSEs can efficiently process queries by broadcasting them to several searchers, each associated with a distinct local index, and by merging the results. In addition, we have also shown how a limited pipeline parallelism can be exploited within each instance of the indexer, and that a low-cost 2-way workstation equipped with an inexpensive IDE disk is able to achieve a throughput of about 2.7 GB/hour, when processing four document collections to produce distinct local inverted indexes.

We presented an analysis of several efficient algorithms for computing approximations
of optimal assignment for a collection of textual documents that effectively enhances the compressibility of the IF index built over the reordered collection. The algorithms shown operate following two opposite strategies: a top-down approach and a clustering approach. In the first group fall the algorithms that recursively split the collection in a way that minimizes the distance of lexicographically closed documents. The second group contains algorithms which compute an effective reordering employing linear space and time complexities. The experimental evaluation conducted with a real world test collection, resulted in improvements up to $\sim 23\%$ in the compression rate achieved.
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